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Canada

Abstract

Routing for shared protection in multi-domain networks is more difficult
than that in single domain networks because of the scalability requirements.
We propose a novel approach for shared protection routing in multi-domain
networks where the key feature is a special Topology Aggregation. In this
Topology Aggregation, only some potential intra-domain paths (intra-paths
for short) are selected for carrying working and backup traffic between do-
main border nodes. The abstraction of each intra-path to a virtual edge
makes the original multi-domain network to become an aggregated network.
On the aggregated network, a single domain routing algorithms for shared
protection can be applied for obtaining the complete routing solutions. The
experiments show that the proposed approach is scalable. Moreover it is
close to the optimal solution in single-domain networks and outperforms the
previously proposed scalable solutions in multi-domain networks.
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1. Introduction

Many studies have been published for connection protections against fail-
ures. Some of them propose protection models such as link, path, segment
or p-cycle, the other concentrate on the problem of allocating working and
backup resources. When dedicated protection is employed, the resource al-
location task is simply finding diverse paths for working and backup connec-
tions and can be solved by different diverse path routing algorithms such as
those in [1] and [2].

For the bandwidth saving purpose, shared protection has been proposed
for link, path and segment protections [3] or even Overlapping Segment Pro-
tection [4], a segment protection model where working segments can overlap
each other. In addition to the basic idea of link, segment, overlapping seg-
ment and path protection, shared protection for these models allows shar-
ing bandwidth amongst backup elements. Backup elements can be backup
link, segment or path, commonly referred hereafter as “backup segments”.
Working elements are working link, segment or path and are similarly called
“working segments”.

In order to guarantee 100% recovery of any single link or node failure,
two backup paths/segments are allowed sharing bandwidth if and only if their
working segments are link and node-disjoint. This condition is called sharing
condition, see Fig. 1 for an illustration. In case (a), the working segment
from v1 to v2, with requested bandwidth d1, and the working segment from
v5 to v6, with requested bandwidth d2, are link and node disjoint. Their
backup segments can share bandwidth over the common link (v4, v3) and the
needed backup bandwidth on this link is max{d1, d2} in order to be able
to protect both working paths. In case (b), the two working segments share
node v7, their backup segments cannot share backup bandwidth. The needed
backup bandwidth on link (v4, v3) is d1 + d2, which is greater than in case
(a). Hence, the amount of backup bandwidth to be reserved for a backup
segment depends on the working segment to be protected as well as on the
existing working and backup segments. This dependency makes the routing
problem for shared protection complex.

Shared protection under static traffic has received a lot of interest. Sev-
eral efficient solutions have been proposed, especially the well-known p-cycle
initially introduced in [5] and further developed for segment protection in
[6],[7]. However, network traffic todays changes dynamically, static traffic is
no longer an appropriate assumption except for planning. For this reason,
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Figure 1: Examples of cases where two backup segments can share backup bandwidth (a)
and cannot (b).

we focus only on dynamic traffic.
For a given new incoming request, the dynamic routing problem for shared

protection consists of establishing a working path and associated backup
segments for it, while minimizing the bandwidth they use. This routing
should be done without any forecast on upcoming requests. Some optimal
solutions for shared protection in single domain network has been proposed
for example SCI model in [8] or the model in [4]. Several heuristics with
smaller computational effort have also been proposed such as the works in
[9],PDBWA and PIBWA in [10], SLSP-O in [11], CDR in [12], PROMISE
in [13] or recursive shared segment protection in [14]. These works limit
themselves in single domain networks because they need detailed information
on bandwidth allocation on each network link for their complex bandwidth
cost computations.

Shared protection for multi-domain networks is much more complex than
that for single domain networks due to the network characteristics and size. A
multi-domain network is made of the interconnection of several single-domain
networks [15], see an illustration in Fig. 2a. In order to satisfy the scalabil-
ity requirements, only the aggregated routing information can be exchanged
amongst domains [16] by an Exterior Gateway Protocol such as BGP. Con-
sequently, a given node is neither aware of the global multi-domain network
topology nor of the detailed bandwidth allocation on each network link, al-
though the complete routing information can still be available within each
domain thanks to more frequent routing information updates performed by
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an Interior Gateway Protocol. This characteristic makes the current Shared
protection routings for single domain networks are inapplicable for multi-
domain networks.

Some works address the routing problem in multi-domain networks but
very few solutions have been proposed for protection in multi-domain net-
works. These solutions have been analysed and evaluated in [17], [18]. Some
of them, e.g. [19], [20], [21], do not take care of inter-domain link protection
and turn the multi-domain protection into multiple intra-domain protections.
The others tackle the scalability issue by using traditional Topology Aggre-
gation approach such as nodal, full mesh or star model for aggregating each
domain. The works in [22] and [23] proposed to use p-cycle protection at
both intra-domain level and inter-domain level. Again multi-domain pro-
tection using p-cycle is a protection scheme for static or relatively stable
traffic. Even in the stable traffic context, multi-domain p-cycle protection
requires very high resource redundancy for protecting 100% links against
failure. The works in [24], [25] proposed full mesh aggregations. Let de-
note a domain Nm = (Vm, Lm), where Vm and Lm are the sets of nodes
and links. In these researches, the domain is aggregated to become graph
Gm = (V border

m , V 2border
m ) composed of a border node set V border

m and a vir-
tual link set V 2border

m (see Fig. 2b). A virtual link connects two border nodes
of a domain and represents the set of domain internal paths running between
these border nodes. A such path is called an intra-path. The multi-domain
network becomes a so called inter-domain network. Each virtual link is then
associated with approximative working and backup costs. Single domain
routing algorithms for shared protection are used in this inter-domain net-
work for finding the working and backup segments which are paths of virtual
and inter-domain links. Virtual links are then mapped back to intra-paths in
order to get the full end-to-end paths. In this paper, this approach is referred
by “Route-and-Map” and denoted by RaM.

Although RaM offers good routing results and scalability, we found that
the approximation made in working and backup cost computation leads the
inter-domain routing to a solution that is different to the real one obtained
after intra-domain routing. In this paper, we propose to eliminate the ap-
proximation in RaM. The idea is that: between each pair of border nodes,
only some best intra-paths are used for carrying traffic. These intra-paths
are then exposed as links at inter-domain level. The routing will be per-
formed only in this inter-domain level. This approach can be seen as if we
perform the mapping of intra-paths to virtual links first then routing. It is so
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Figure 2: A multi-domain network (a) and its inter-domain network (b) obtained from
Topology Aggregation.
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called “Map-and-Route” or MaR for short. The advantage of this approach
is that working and backup costs of intra-paths (i.e. links of inter-domain
network) can be computed exactly and the routing is performed only once
on the inter-domain network.

This paper is organized as follows. The next section provides general
ideas of the proposed approach. Section 3 states the Mapping sub-problem
in each domain, its exact and heuristic solutions as well as periodic Mapping
refreshing. Section 4 describes the Routing solution and Section 5 discusses
its scalability. The experimental results are shown and discussed in Section
6. Conclusions follow in Section 7.

2. General idea of Map and Route approach

Many intra-paths can carry traffic between a pair of border nodes. The
main idea of MaR is that only some selected intra-paths will be used for
this purpose. Those intra-paths are selected so that they support the best
bandwidth saving and shared protection.

Let e represents a pair of border nodes of a domain network Nm, P
W
e (resp.

PB
e ) is the set of intra-paths that will be selected for carrying the working

(resp. backup) traffic between the border nodes of e. The intra-paths in PW
e

is called potential working intra-paths and those in PB
e are called potential

backup intra-paths. We require that all selected intra-paths must be direct
intra-path.

Definition 1. A direct intra-path is a path that does not go through any
intermediate border node other than the two end border nodes of the intra-
path.

Traffic crossing a domain can still go through an intermediate border node
by taking more than one direct intra-path.

After being selected, each intra-path in PW
e and PB

e will be abstracted and
handled as a single link called “virtual edge” (see Fig. 3, where border nodes
are black filled nodes). Since a virtual edge is in one-to-one correspondence
with an intra-path, we use the two terms alternatively depending on whether
we are dealing with the abstracted (mapped) or detailed (intra-domain) level.

Although different virtual edges may share a common physical link, they
manage separately their working and backup capacities. A virtual edge has
its own working and backup capacities (see Fig. 4 for an illustration). The
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Figure 3: (a) An original domain; (b) the mapped domain with a maximum of 2 intra-
paths/ pair of border nodes for both working and backup traffic.
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working capacity of a virtual edge is defined as the bandwidth occupied by
the working paths routed along the entire intra-path associated with the
virtual edge. Similarly, the backup capacity of a virtual edge is defined as
the bandwidth occupied by the backup routes along the entire intra-path
associated with the virtual edge. Therefore, the working (resp. backup)
capacity of a physical link is the sum of, the working (resp. backup) capacities
of all virtual edges that contain the link.

We also introduce the following new sharing rule, in which an intra-path
is again handled as a single entity (see an illustration in Fig. 5).

Sharing rule: Two backup segments are allowed to share band-
width only if they go through an identical intra-path.

In other words, two backup segments either share bandwidth along their
entire common intra-path or share no bandwidth. Backup segments over two
intra-paths that differ by at least one link are not allowed to share bandwidth.
Although some bandwidth sharing possibility is ignored on some particular
physical links due to the introduced sharing rule, we will see later in Section
6 that it does not really decrease the sharing possibility. Moreover, we do not
have to go down to the physical link level in order to identify some shareable
bandwidth for protecting an intra-path, which would impair the scalability.

The routing can be performed in 2 phases:

• Mapping phase: Within each domain, two sets of potential working and
backup intra-paths PW

e ,PB
e are selected for each pair of border nodes
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e. Each intra-path is then abstracted as a single “virtual edge”. The
multi-domain network resulting from this abstraction is called “mapped
network”.

• Routing phase: The working and backup segments are computed in the
mapped network by a single domain survivable routing algorithm.

The Mapping is performed once for a long term use and should be refreshed
for updating the potential intra-paths only when the current ones are sat-
urated. The Routing is performed uniquely in the whole mapped network
and there is no need to go down to the intra-domain level for identifying the
intra-paths within each domain as they are in one-to-one correspondence with
virtual edges. Both phases will be discussed in detail in the next sections.

3. Mapping

3.1. Mathematical model

The Mapping consists of identifying a set of potential working intra-paths
and a set of potential backup intra-paths between each pair of border nodes.
Such a Mapping is performed independently in each domain. Let V 2border

m

be the set of pairs of border nodes of domain Nm, the Mapping problem for
Nm is stated as follows.
Given:

• nW and nB the maximum numbers of potential working and backup
intra-paths needed for each pair of border nodes;

• ne the number of direct intra-paths between pair of border nodes e.

Let nW
e = min{ne, n

W} and nB
e = min{ne, n

B}. They are the exact number
of potential working and backup intra-paths to be selected for carrying traffic
between a pair of border nodes e of Nm. We need to identify:

• PW
e = {qWe,i, i = 1..nW

e }, the set of potential working intra-paths for e;

• PB
e = {qBe,i, i = 1..nB

e }, the set of potential backup intra-paths for e.

Since the routing aims to minimize the total working and backup cost
of each request, following selection criteria are defined for encouraging the
intra-paths supporting this objective.
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Criterion 1. A potential working intra-path should have small working cost
and maintain enough residual bandwidth for future connection allocation.

This criterion aims to minimize working cost and also balance network
load. Let assign to each physical link a weight which is the inverse of the
residual capacity of the link. A potential intra-path should be the weighted
shortest path. From the global viewpoint, the set of all potential intra-paths
to be selected for a domain should thus minimize their total weighted length,
which leads to:

min
∑

e∈V 2border
m

∑

q∈PW
e

∑

ℓ∈q

1

cresℓ

. (1)

Criterion 2. A potential backup intra-path should have small backup cost
and maintain enough residual bandwidth for future connection allocation.

From a global sight, a backup segment uses an homogeneous amount of
bandwidth along an intra-path. Hence, this criterion is interpreted similarly
to Criterion 1, which leads to:

min
∑

e∈V 2border
m

∑

q∈PB
e

∑

ℓ∈q

1

cresℓ

. (2)

Criterion 3. The potential working intra-paths should be selected so as to
increase the possibility of finding pairwise disjoint working intra-paths.

This criterion originates from the fact that backup segments can share
bandwidth only if their working segments are disjoint, according to the seg-
ment sharing condition. The criterion is interpreted as maximizing the num-
ber of pairs of disjoint working intra-paths:

max
∑

q1∈PW
e1

,q2∈PW
e2

,

e1,e2∈V 2border
m

δq2q1 . (3)

Criterion 4. The possibility that a pair of border nodes is topologically protect-
able by another pair of border nodes should be maximized.

The topological protect-ability between two pairs of border nodes is de-
fined as follows:
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Definition 2. A pair of border nodes is said topologically protect-able by
another pair of border nodes if there exists a potential working intra-path of
the first pair that is link and node disjoint with a potential backup intra-path
of the second pair.

In the topology point of view, the potential working intra-path can be thus
protected by the potential backup intra-path cited in the definition. Let us
denote δee′ , the topological protect-ability of border node pair e′ again the
border node pair e, then:

δee′ =

{

1 if ∃q ∈ PW
e , q′ ∈ PB

e′ : q ∩ q′ = ∅,

0 otherwise.
(4)

Criterion 4 is justified as follows. In the case of slightly inter-connected
multi-domain networks, we may need to route a working segment of a re-
quest over a particular pair of border nodes and the corresponding backup
segment over another pair of border nodes. These two pairs of border nodes
should provide two intra-paths that are disjoint to each other, otherwise the
considered backup segment would have some common links or nodes with
its working segment and thus could not protect the working segment. From
the global viewpoint, this criterion is interpreted as maximizing the number
of sets of two pairs of border nodes that are topologically protect-able one
another:

max
∑

e,e′∈V 2border
m

δee′. (5)

When (5) gives more than one optimal solution, we break the ties by
maximizing the total number of disjoint working and backup intra-paths,
which is similar to Criterion 3:

max
∑

q∈PW
e ,q′∈PB

e′
,

e,e′∈V 2border
m

δqq′ . (6)

11



The Mapping is clearly a multi criteria optimization problem. In order
to solve this problem, we combine de 4 criteria together:

min

(

µ1

∑

e∈V 2border
m

∑

q∈PW
e

∑

ℓ∈q

1

cresℓ

+ µ2

∑

e∈V 2border
m

∑

q∈PB
e

∑

ℓ∈q

1

cresℓ

− µ3

∑

e1,e2∈V 2border
m

∑

q1∈PW
e1

,

q2∈PW
e2

δq2q1 − µ4

∑

e,e′∈V 2border
m

δee′

− µ5

∑

e,e′∈V 2border
m

∑

q∈PW
e ,

q′∈PB
e′

δqq′

)

. (7)

The coefficients should be set carefully in order to define a meaningful
objective. In general, µ1 and µ2 should be set large enough so that the two
first terms, and thus bandwidth saving, are prioritized. The three last terms
will help to select the solutions with the most topologically protect-able pairs
of border nodes and the most disjoint intra-paths. Since working and backup
intra-paths are relatively symmetrical in the Mapping, we can set µ1 = µ2

and µ3 = µ5. The coefficient µ4 and µ5 should be chosen so that the fifth
term is always smaller than the increasing step of the fourth term in order
to not act upon the maximization of the fourth term.

3.2. Exact solution for Mapping

The Mapping problem is complex since it looks for intra-paths for multiple
pairs of border nodes and these intra-paths depend on each other. We use an
Integer Linear Program (ILP) for modelling the optimal Mapping for each
domain. Let us consider domain Nm.

Let he is the head border node and te is the tail border node of virtual
link e then e = (he, te). Let xe,i

(u,v) be the decision variable indicating if

link (u, v) belongs to working intra-path qWe,i, indexed i, of border node pair
e ∈ V 2border

m :

xe,i

(u,v) =

{

1 if (u, v) ∈ qWe,i ∈ P
W
e

0 otherwise

i = 1..nW
e , e ∈ V 2border

m . (8)
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Let ye,i(u,v) be the decision variable indicating if link (u, v) belongs to backup

intra-path qBe,i, indexed i, of border node pair e ∈ V 2border
m :

ye,i(u,v) =

{

1 if (u, v) ∈ qBe,i, q
B
e,i ∈ P

B
e

0 otherwise

i = 1..nB
e , e ∈ V 2border

m . (9)

3.2.1. Flow conservation constraint for working intra-paths

The flow conservation constraint for the working intra-path qWe,i ∈ P
W
e is:

∑

u

xe,i

(u,v) −
∑

u

xe,i

(v,u) =











1 if v = he

0 if v 6= he, te

−1 if v = te
,

v ∈ Vm, i = 1..nW
e , e ∈ V 2border

m . (10)

In order to guarantee that qWe,i is a direct intra-path the following con-
straint is added:

xe,i

(u,v) = 0 and xe,i

(v,u) = 0,

v ∈ V border

m , u ∈ Vm, v 6= he, v 6= te,

i = 1..nW
e , e ∈ V 2border

m . (11)

Although dummy loop does not affect neither the feasibility nor the value
of the optimal solution, they are not desirable because they lead to identical
solutions in the practice. The following constraints eliminate the loops.

∑

u

xe,i

(u,v)

{

≤ 1, if v ∈ Vm, v 6= he

= 0, if v = he
e ∈ V 2border

m . (12)

3.2.2. Flow conservation constraint for backup intra-paths

Similar to the flow conservation for working intra-paths, the following
constraints apply for each backup intra-path:

∑

u

ye,i(u,v) −
∑

u

ye,i(v,u) =











1 if v = he

0 if v 6= he, te

−1 if v = te
,

v ∈ Vm, i = 1..nB
e , e ∈ V 2border

m . (13)
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ye,i(u,v) = 0 and ye,i(v,u) = 0,

v ∈ V border

m , u ∈ Vm, v 6= he, v 6= te,

i = 1..nB
e , e ∈ V 2border

m . (14)

∑

u

ye,i(u,v)

{

≤ 1, if v ∈ Vm, v 6= he,

= 0, if v = he.
, e ∈ V 2border

m . (15)

3.2.3. Diversity condition

The following diversity condition forces the intra-paths in PW
e to be dis-

tinct, so do the intra-paths in PB
e . Let us start with the diversity condition

for working intra-paths. For each pair of working intra-paths qWe,i, q
W
e,j ∈ P

W
e ,

B
qWe,iq

W
e,j

(u,v) indicates whether one of them goes through link (u, v), i.e., B
qWe,iq

W
e,j

(u,v)

is equal to 1 if qWe,i or q
W
e,j goes through (u, v) and 0 otherwise, thus:

B
qWe,iq

W
e,j

(u,v) =

{

0 if (u, v) /∈ qWe,i, q
W
e,j

1 otherwise.
,

i 6= j, e ∈ V 2border
m . (16)

which is linearized as follows:

1

2

(

xe,i

(u,v) + xe,j

(u,v)

)

≤ B
qWe,iq

W
e,j

(u,v) ≤ xe,i

(u,v) + xe,j

(u,v) (17)

B
qWe,iq

W
e,j

(u,v) ∈ {0, 1}.

Two intra-paths q1, q2 of the same pair of border nodes must have at
least one merging and one switching points such as v in cases (a), (b), (c)
(d) or (e) of Fig. 6. If case (b) occurs at a node, case (a) or (c) or (d) must
occur at another node because q1, q2 have to join each other at the tail node
of their virtual link. Similarly, if case (e) occurs at a node, case (a) or (c)
or (d) must occur at some other nodes. Therefore, the diversity condition is
satisfied if there exists a node v on q1, q2 so that at least one of cases (a), (c)
or (d) occurs. That means,

∑

u

Bq1q2
(u,v) = 2. If v is neither a switching nor a

merging point, i.e., cases (f), (g), (h) of Fig. 6, then
∑

u

Bq1q2
(u,v) = 0 or 1.

The diversity condition is thus expressed by:
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∃v ∈ Vm,
∑

u

Bq1q2
(u,v) = 2. (18)

For linearising (18), we introduce r
qWe,iq

W
e,j

v ∈ {0, 1} as the decision variable

which takes the value 1 if
∑

u

B
qWe,iq

W
e,j

(u,v) = 2 and 0 otherwise. Hence, r
qWe,iq

W
e,j

v = 1

if qWe,i cuts qWe,j at v. Then, the diversity condition (18) is equivalent of the
following two constraints:

1

2

∑

u

B
qWe,iq

W
e,j

(u,v) ≥ r
qWe,iq

W
e,j

v ≥
∑

u

B
qWe,iq

W
e,j

(u,v) − 1,

v ∈ Vm, i, j = 1..nW
e , i 6= j, e ∈ V 2border

m (19)

∑

v∈Vm

r
qWe,iq

W
e,j

v ≥ 1, i, j = 1..nW
e , i 6= j, e ∈ V 2border

m . (20)

The diversity among backup intra-paths can be defined similarly.

3.2.4. Disjointness between intra-paths

Let’s first consider the disjointness between two direct working intra-paths
qWe1,i ∈ P

W
e1
, qWe2,j ∈ P

W
e2
. Let:

A
qWe1,i

qWe2,j
v =

∑

u

xe1,i

(u,v) + xe1,i

(v,u) + xe2,j

(u,v) + xe2,j

(v,u),

v ∈ Vm, e1, e2 ∈ V 2border
m , i = 1..nW

e1
, j = 1..nW

e2
. (21)

In Fig. 7, cases from (a) to (f) show the possible positions of a node v
with respect to two intra-paths q1, q2 of two virtual links.

In cases (a), (b) (c): Aq1q2
v = 4. In cases (d): Aq1q2

v = 2. In case (e),
v is on only one intra-path and is not a border node, then Aq1q2

v = 2. In
case (f), v does not belong to any intra-path, then Aq1q2

v = 0. Therefore, the

16



Figure 7: Positions of a node v with respect to two direct intra-paths of two pairs of border
nodes regardless their directions.

disjointness between qWe1,i and qWe2,j is defined by:

δ
qWe2,j

qWe1,i
=















0 if e, e2 have a common borders node

0 if ∃v ∈ Vm \ V
border

m : A
qWe1,i

qWe2,j
v = 4

1 otherwise

e1, e2 ∈ V 2border
m , i = 1..nW

e1
, j = 1..nW

e2
, (22)

and it is equivalent to

δ
qWe2,j

qW
e1,i







= 0 if e, e2 have common end nodes, otherwise

≤ 2− A
qWe1,i

qWe2,j
v

2
, ∀v ∈ Vm \ V

border

m

(23)

with

δ
qWe2,j

qWe1,i
∈ {0, 1}.

The disjointness between a direct working and a direct backup intra-path
is defined similarly. Let the two intra-paths be qWe1,i ∈ P

W
e1

and qBe2,j ∈ P
B
e2
.

We need to substitute A
qWe1,i

qWe2,j
v by A

qWe1,i
qBe2,j

v in (23) where:

A
qWe1,i

qBe2,j
v =

∑

u

xe1,i

(u,v) + xe1,i

(v,u) + ye2,j(u,v) + ye2,j(v,u). (24)
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3.2.5. Topological protect-ability between two pairs of border nodes

According to Definition 2, a pair of border nodes e1 is topologically
protect-able by another pair of border nodes e2 if there exists a working
intra-path qWe1,i ∈ P

W
e1

and a backup intra-path qBe2,i ∈ P
B
e2

that are disjoint.
Therefore, δe2e1 must satisfy:

1

nW
e1
× nB

e2

nW
e1

∑

i=1

nB
e2

∑

j=1

δ
qBe2,j

qWe1,i
≤ δe2e1 ≤

nW
e1

∑

i=1

nB
e2

∑

j=1

δ
qBe2,j

qWe1,i
(25)

δe2e1 ∈ {0, 1}.

3.2.6. Objective function

The objective function becomes:

min

(

µ1

∑

e∈V 2border
m

nW
e
∑

i=1

∑

(u,v)∈Lm

x
e,i

(u,v)

cres
(u,v)

+ µ2

∑

e∈V 2border
m

nB
e

∑

i=1

∑

(u,v)∈Lm

y
e,i

(u,v)

cres
(u,v)

− µ3

∑

e1,e2∈V 2border
m

nW
e1
∑

i=1

nW
e2
∑

j=1

δ
qWe2,j

qWe1,i

− µ4

∑

e1,e2∈V 2border
m

δe2e1

− µ5

∑

e1,e2∈V 2border
m

nW
e1
∑

i=1

nB
e2
∑

j=1

δ
qBe2,j

qW
e1,i

)

.

(26)

The coefficients µ1, µ2, µ3, µ4 and µ5 should be carefully chosen as already
discussed in Section 3.1.

3.3. Heuristic solution for Mapping

The ILP model is complex and requires a very high computational effort
for solving it. This section presents a more time efficient greedy heuristic.
The main idea of the heuristic is as follows. We do not consider all possible
intra-paths but only a subset PCAN

e ⊂ Pe of nCAN
e intra-path candidates

for each pair of border nodes e. Of course, nCAN
e ≥ nW

e , nCAN
e ≥ nB

e . For
satisfying Criteria 1 and 2, PCAN

e is the set of shortest intra-paths weighted
by link residual capacities.
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Again, the Mapping is performed independently in each domain. It is
started with an empty list of intra-paths for each pair of border nodes. The
list of pair of border nodes of the domain in consideration is browsed. For
each pair of border nodes, we try first to find several working intra-paths
so that they increase the most the number of pairs of border nodes that
can topologically protect this pair of border nodes. Next, amongst the found
working intra-paths, we select the one that is disjoint with the largest number
of existed working intra-paths. Then a backup intra-path is also identified for
the pair of border nodes as the intra-path that increases the most the number
of topologically protect-able pairs of border nodes. The next pair of border
nodes will be considered in the same way. When all pairs of border nodes are
visited, another round is started again and again until each pair of border
nodes receives the required number of potential working and backup intra-
paths. Pseudo-code in Alg. 1: Greedy mapping(Nm) details the algorithm.

3.4. Mapping refresh

After a certain time of operation, links on potential intra-paths may be
running out of residual bandwidth. A new Mapping should be run in order
to find new potential intra-paths with more residual bandwidth. Let thresh-
old ǫres be the smallest amount of bandwidth remaining in each intra-path
before the Mapping process should be run again. In order to avoid blocking
due to link saturation, ǫres must not be smaller than the smallest requested
bandwidth and is not necessary to be greater than the largest requested
bandwidth.

Therefore, as soon as the residual capacity of an potential intra-path
gets to ǫres, the Mapping should be refreshed for the domain containing the
intra-path.

4. Routing

4.1. Mathematical formulation

The objective of the Routing phase is, to find working and backup seg-
ments for a new incoming request so that their total bandwidth cost is min-
imized. Let d be the requested bandwidth. As being stated in Section 2, the
Routing problem is solved easily by using a single domain routing solution on
mapped network. Single domain routing solutions for shared path protection
can be found in [8], [26], etc. Those for shared segment protection can be
found in [4], [13], etc.. The inputs of these algorithms are network topology,
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Algorithm 1 Greedy mapping(Nm)

for all e ∈ V 2border
m do

PCAN
e = set of nCAN shortest intra-paths weighted by residual capacity.

end for

while ∃e ∈ V 2border
m so that |PW

e | < nW
e and |PB

e | < nB
e do

{—Some pairs of border nodes have not received enough potential intra-
paths —}
for all e ∈ V 2border

m do

if |PW
e | < nW

e then

{—Select an intra-path for e if its set of potential working intra-
paths is not full—}
for all q ∈ PCAN

e do

djq ← Number of pairs of border nodes that can newly topologi-
cally protect e thanks to q

end for

Se ← Set of n intra-paths that have the highest djq
q ← The intra-path in Se that is disjoint with the largest number
of working intra-paths in

⋃

e1∈V 2border
m

PW
e1

PW
e = PW

e ∪ {q}
end if

if |PB
e | < nB

e then

{—Select an intra-path for e if PB
e is not full—}

for all q ∈ PCAN
e do

djq ← Number of pairs of border nodes that are newly topologi-
cally protect-able by e thanks to q

end for

q ← The intra-path that has the highest djq
PB

e = PB
e ∪ {q}

end if

end for

end while
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working cost of each network link and backup cost of each network link for
protecting another link. In this section, we present how to compute those
costs for links of the mapped network. It worth to note that, we take care of
node protection.

Let q (resp. q′) be a working (resp. backup) intra-path/virtual edge that
is considered for the new incoming request. Let us assume that a bandwidth
unit on a physical link has a unit cost and the bandwidth cost of a segment
is the sum of the bandwidth costs of its links.

cresℓ residual capacity of physical link ℓ.

Bq′ bandwidth reserved by backup segments going through the entire virtual
edge q′. Be aware that Bq′ may differ from the total backup bandwidth
reserved on a physical link of q′. (see an example in Fig. 4).

Bv
q′ sum of the bandwidth requested by the connections of which a backup

segment goes through q′ and the corresponding working segment goes
through node v. Those backup segments cannot share bandwidth
amongst them because they will be activated simultaneously when v
fails. Their backup bandwidth is not profitable for a backup segment of
the new incoming request if this segment goes through q′ and protects
a working segment going through v.

Bq
q′ sum of bandwidth requested by the connections of which a backup seg-

ment goes through q′ and the corresponding working segment goes
through q.

δqq′ disjointness between two intra-paths q, q′. It is set to 1 if q and q′ are
node disjoint and 0 otherwise.

αq total cost of the working bandwidth used by the new incoming request
along virtual edge q.

βq
q′ backup bandwidth cost of the new incoming request along virtual edge q′

for protecting virtual edge q against any single link or node failure. Note
that βq

q′ is the additional bandwidth that the new incoming request
needs on q′ excluding the fraction of shareable backup bandwidth it
can benefit from Bq′ .

Definition 3. The residual capacity of a virtual edge is the maximum band-
width that we can route along it.
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Theorem 1. The residual capacity of virtual edge q is the minimum of the
residual capacity on each of its physical links:

γq = min
ℓ∈q

cresℓ . (27)

Proof. Indeed, the smallest residual capacity on q is min
ℓ∈q

cresℓ . We can al-

ways route an amount of bandwidth min
ℓ∈q

cresℓ over q because every link along

q has at least this amount of available capacity. On the other hand, there
is at least one link of q whose residual capacity is min

ℓ∈q
cresℓ , thus we cannot

route more than this bandwidth over q. As a result, γq = min
ℓ∈q

cresℓ

We are now going to identify the working and backup costs of virtual
edges. Unlike RaM, all costs will be computed exactly in MaR. Since
working segments do not share any bandwidth, each working segment uses
exactly bandwidth d over each of its physical links. The working cost of the
new incoming request on virtual edge q amounts to:

αq =

{

‖q‖ × d if d ≤ γq

∞ otherwise.
(28)

Theorem 2. If the bandwidth reserved on a backup segment is sufficient for
protecting its working segment against a failure on a node, it is also sufficient
for protecting the same working segment against a failure on a link adjacent
to the node.

Proof. Let us denote the backup segment by p′ and the working segment
by p. Let v be a node of p and e be an adjacent link of v. Let P

v
p′ and

P
e
p′ be respectively the sets of working segments going through v and e such

that their backup segments go through p′. Hence, Pe
p′ ⊆ P

v
p′. Assume that

the backup bandwidth reserved on p′ is sufficient against a failure at node
v, it means that this bandwidth is sufficient for activating simultaneously
all backup segments in P

v
p′. The backup bandwidth is thus sufficient for

activating simultaneously all backup segments in P
e
p′. In other words, it is

sufficient for recovering the failure at e.

This theorem shows that in order to protect a working segment against
failures on nodes and links, we only need to protect nodes and then links will
be automatically protected.
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Theorem 3. The backup cost of the new incoming request on virtual edge q′

for protecting a virtual edge q against any single link or node failure is:

βq
q′ =



























‖q′‖ × (max
v∈q

Bv
q′ + d−Bq′) if δqq′ = 1 and

0 ≤ max
v∈q

Bv
q′ + d− Bq′ ≤ γq′

0 if Bq′ −max
v∈q

Bv
q′ ≥ d

∞ otherwise.

(29)

Proof. when q, q′ are not disjoint, i.e., δqq′ = 0, they both fail upon a single
failure at a common link or node, therefore βq

q′ = ∞. Otherwise, let us
consider the backup bandwidth needed by the new incoming request on a
physical link of q′ in order to protect q against a failure on node v ∈ q.
Within the existing backup bandwidth Bq′ on q′, Bv

q′ is non shareable for
covering a failure at v. The remaining bandwidth is shareable and amounts
to Bq′−B

v
q′ for every physical link of q′. Thus, the additional bandwidth that

the new incoming request needs on each physical link of q′ for protecting v
is: Bv

q′ + d − Bq′ . In the single failure context, only one node can fail at a
time. Hence, the additional backup bandwidth needed on a physical link of
q′ for protecting q against any single failure is: max

v∈q
(Bv

q′ + d − Bq′). As the

cost of q′ is proportional to its length, we deduce the formula (29).

At this point, we have successfully identified the working and backup
costs of a virtual edge in the mapped network. Single domain Shared Path
Protection or Shared Segment Protection can be used in this network with
the above defined working and backup costs for finding the final working and
backup paths/segments.

4.2. An exact and scalable solution for computing the backup cost of a virtual
edge

The computation of backup cost βq
q′ as expressed in (29) requires the

knowledge of Bv
q′ for each node v and intra-path q′. It is an intra-domain

information which changes dynamically after each routing. Therefore, main-
taining all Bv

q′ up-to-date is a non-scalable requirement.
We propose a more scalable method for computing βq

q′ based on maximal
Shared Risk Virtual Link Groups concept. The idea is that in each domain,
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there exist some critical nodes which belong to many intra-paths. The pro-
tection of these nodes can be sufficient for protecting some other nodes (see
Th. 4 below). Therefore, the backup cost for protecting an intra-path can
be deduced from the backup cost for protecting some given critical nodes.

Shared risk link group has been proposed as a fundamental concept in
failure management. A Shared risk link group is a group of network links
that share a common physical resource (cable, conduit, node or substructure)
whose failure will cause the failure of all links in the group [27]. The working
path and its backup path must not use links in the same Shared risk link
group. In this paper, the notion Shared Risk Virtual Edge Group is defined
in similar principal with Shared risk link group but for virtual edges.

Definition 4. A Shared Risk Virtual Edge Group (SRVEG) at a node v is
a set of virtual edges that all fail when the node v fails.

The SRVEG(v) is actually the set of virtual edges (intra-paths) going through
v. SRVEG has the following characteristic:

Theorem 4. Let SRVEG(vi) and SRVEG(vj) be two SRVEGs so that
SRVEG(vi) ⊆ SRVEG(vj), then

Bvi
q′ ≤ B

vj
q′ . (30)

In other words, if all the intra-paths that go through node vi, go also
through another node vj, the backup bandwidth reserved on the intra-path
for protecting vi does not exceed the backup bandwidth reserved on the same
intra-path for protecting vj , see Fig. 8 for an illustration.

Proof. Since SRVEG(vi) ⊆ SRVEG(vj) then:

SRVEG(vj) = SRVEG(vi)∪

(

SRVEG(vj) \ SRVEG(vi)

)

.

Thus:

∑

q∈SRVEG(vj )

Bq
q′ =

∑

q∈SRVEG(vi)

Bq
q′ +

∑

q∈SRVEG(vj)\SRVEG(vi)

Bq
q′ .
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Figure 8: SRVEG(v1) = {q1, q2} ⊂ SRVEG(v2) = {q1, q2, q3} because all intra-paths
going through v1 go also through v2.

Consequently,
∑

q∈SRVEG(vj)

Bq
q′ ≥

∑

q∈SRVEG(vi)

Bq
q′.

From the definition of Bv
q′ , we have Bv

q′ =
∑

q∈SRVEG(v)

Bq
q′. Thus,

B
vj
q′ ≥ Bvi

q′ .

Definition 5. A SRVEG is maximal if it is not contained in another SRVEG.

From Th. 4 we deduce the following theorem.

Theorem 5. Let q be a sub-path and vj be a node on q such that SRVEG(vj)
is maximal and denoted by SRVEG

max(vj). We have:

max
v∈q

Bv
q′ = max

vj :q∈SRVEG
max(vj)

B
vj
q′ . (31)

Proof. First note that vj : q ∈ SRVEG
max(vj) is the formal expression of

the fact that vj is in q and SRVEG(vj) is maximal. The proof is now as
follows.

On the one hand, since vj is in q, the set {vj : q ∈ SRVEG
max(vj)} is a

subset of the set {v : v ∈ q}. Therefore,

max
v∈q

Bv
q′ ≥ max

vj :q∈SRVEG
max(vj )

B
vj
q′ . (32)
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On the other hand, for all v ∈ q, there exists a maximal SRVEG that
contains or is equal to SRVEG(v). Let SRVEG

max(vk) be such a SRVEG,
then SRVEG(v) ⊆ SRVEG

max(vk). According to Th. 4, Bv
q′ ≤ Bvk

q′ . In
addition, since q ∈ SRVEG(v) then q ∈ SRVEG

max(vk) and thus vk is in q.
Consequently, for each v ∈ q there exists vk : q ∈ SRVEG

max(vk) such that
and Bv

q′ ≤ Bvk
q′ . Hence,

max
v∈q

Bv
q′ ≤ max

vk :q∈SRVEG
max(vk)

Bvk
q′ . (33)

Inequalities (32) and (33) lead to (31).

Th.5 provides a way to compute max
v∈q

Bv
q′. Let v1, v2 be two border nodes

of virtual edge q and Nm be the domain containing q. Then:

max
v∈q

Bv
q′ = max











Bv1
q′ , B

v2
q′ , max

vj∈Vm\V border
m :

q∈SRVEG
max(vj)

B
vj
q′











. (34)

The third term of the maximum in (34) relates only to non-border nodes
vj ∈ Vm \ V

border

m while the first and second terms take care of border nodes
v1, v2. We do not need to consider the other border nodes since q is a direct
intra-path. Note that Bv1

q′ and Bv2
q′ can be easily identified by looking at the

virtual edges going through v1 and v2.
Equation (34) holds also when q is an inter-domain link as we then have

Vm \ V
border

m = ∅.
In substituting max

v∈q
Bv

q′ in (29) by the right hand-side of (34), we obtain

a scalable formula for computing the backup cost βq
q′.

In conclusion, in order to identify the backup cost of an intra-path for
protecting another intra-path, we only need to compute the backup cost for
protecting the border nodes of the intra-path and those for protecting some
non-border nodes whose SRVEG is maximal. Such non-border node can be
identified easily based on domain topology. They are usually the clue points
in the domain.

5. Scalability discussion

Since the Mapping step is performed independently within each domain,
it does not encounter any scalability difficulty. Let us discuss the scalability
issue in the Routing process.
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When a new request comes in, the source border node is responsible
for identifying working and backup segments for the request by perform-
ing the Routing process. First of all, it needs to compute the working and
backup costs associated with each virtual edge. According to (28), the re-
quired parameters for computing the working cost of each virtual edge q are:
‖q‖, γq. According to (29) and (34), the required parameters for computing
the backup cost of virtual edge q (q′ in the formula) in order to protect all
the other virtual edges qW (q in the formula) are: ‖q‖, Bv

q for all v ∈ V border,
Bq, γq, B

v
q for all non-border nodes v whose SRVEG is maximal.

Let Evedge be the set of virtual edges in the mapped network. Each
border node should store the parameters categorized as follows:

Cat.A : ‖q‖, Bq for all q ∈ Evedge;

Cat.B : Bv
q for all v ∈ V border and for all q ∈ Evedge;

Cat.C : All non-border SRVEG
max in every domain as well as their asso-

ciated internal nodes v;

Cat.D : Bv
q for all internal nodes v that are associated with the non-border

SRVEG
max of Cat.C, and for all q ∈ Evedge;

Cat.E : γq for all q ∈ Evedge.

These parameters should be kept up-to-date and exchanged between bor-
der nodes, for example by using an extension of BGP in order to adapt with
the newly introduced parameters. These exchanges provide the border nodes
with the identical information for working and backup cost computing.

In Cat.A, values ‖q‖, for all q ∈ Evedge do not need to be updated because
they are constant unless the network topology changes. The parameter Bq

for all q ∈ Evedge is easily managed in the mapped network by increasing
or decreasing it by βπi

q /‖q‖ at each setting up or tearing down of a given
connection request. In Cat.B, Bv

q for all v ∈ V border, q ∈ Evedge can also
be managed in a similar way except that the increasing and reduction are
equal to d. In Cat.C, the non-border SRVEG

maxs depend uniquely on the
routes of virtual edges so they are not changed until the next Mapping.
Consequently, there is no need to exchange often these parameters. The
experimental results in Section 6.2 will show that the number of non-border
SRVEG

max is quite small, therefore the number of Bv
q in Cat.D is also small.
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Abbreviation Description
MaR-O MaR approach with the optimal mapping.
MaR-G MaR approach with the greedy heuristic mapping.
GROS GROS of RaM approach proposed in [25] for OSSP.
DYPOS DYPOS of RaM approach proposed in [25] for OSSP.
Opt Optimal single domain OSSP solution proposed in [4].
NoShare Overlapping segment protection without bandwidth sharing.

Table 1: Abbreviation of different approaches

The values of Bv
q in Cat.B and Cat.D for a given virtual edge q can

be stored at a border node of q. The values of Bv
q are required only for the

computations of backup segments whose working path is previously identified
in most routing algorithms used for the Routing step. In a backup segment
computation, we can collect Bv

q for all v in the working path by sending
a signalling message, along the working path and get those Bv

q back with
returning message.

It now remains the values γq of Cat.E which need to be kept track for
each virtual edge of Evedge. Indeed, while the residual capacity on every
physical link that participates in q is not smaller than the maximal requested
bandwidth, we know that the residual capacity γq of virtual edge q is sufficient
for any new request and does not need to be updated. Otherwise, γq needs
to be recalculated exactly by using (27). The calculation impairs the most
the scalability of our solution. however it is performed uniquely when the
network is nearly saturated.

In summary, most of the information required in the routing ofMaR is per
virtual edge and is managed at the mapped level. The quantity of required
internal domain information is small. The scalability is thus preserved.

6. Experimental results

The experiments are performed for OSSP scheme. In order to evaluate
MaR approach, we compare its results with the results of several other ap-
proaches. The results are denoted according to approach names as in Table 1.

Since the role of working and backup intra-paths are symmetric in the
Mapping, we assume that both working and backup traffic use a common
set PWB

e of nWB
e potential intra-paths. Therefore, the model for MaR-O was

28



implemented by removing from the original one the constraints and the ob-
jective terms related to backup intra-paths, i.e., the terms weighted by µ2

and µ5. As discussed in Section 3.1, bandwidth saving needs to be prioritized
therefore, µ1 is set large and µ3 is set small enough so that the smallest in-
creasing in term associated with µ1 is still larger than any value of the term
associated with µ3. Consequently, in these experiments, the coefficients are
set as follows: µ1 = max

ℓ∈Lm

cresℓ , µ3 = 1
(nW×|V 2border

m |)2
and µ4 = 1. The imple-

mented model for MaR-G is deduced from the original one by removing the
computations for backup intra-paths.

For both MaR-O and MaR-G, the number of needed intra-paths per
pair of border nodes is nW = 2 and the number of intra-path candidates for
MaR-G is nCAN = 4. The Mapping step of MaR-O is solved using Cplex
[28]. Opnet Modeler [29] is used to implement the Routing step of both
MaR-O and MaR-G. Note that in MaR-O, MaR-G, GROS and DYPOS,
working and backup segment lengths are limited by thresholds lW and lB

respectively.

6.1. Mapping evaluation

The greedy mapping of MaR-G is compared with the optimal map-
ping of MaR-O on 2 large multi-domain networks: LARGE-5 and LARGE-
8. LARGE-5 is built using 5 real optical networks: EON [30] (29 nodes,
39 edges), RedIris [31] (19, 31), Garr [32] (15, 24), Renater [33] (18, 23),
SURFnet [34] (25, 34). LARGE-8 is generated using the Transit-Stub model
of GT-ITM [35], a well known multi-domain network generator. The network
contains 8 domains, each one has on average 4 neighboring domains in order
to reflect faithfully the Internet interconnections [36]. The numbers of nodes
and links of each domain are: (20, 53), (20, 29), (21, 48), (22, 41), (18, 36),
(20, 44), (17, 27), (22, 47).

For comparing MaR-G and MaR-O, we compute the objective values
(7) of the mapping as well as each of its terms with those obtained from
MaR-G and MaR-O. Table 2 gives the relative gaps between the values
obtained from MaR-G and those obtained from MaR-O. The gap for the
overall objective is in the last column of the table. Currently, the comparison
is only made on LARGE-5 due to the too high computational effort for solving
MaR-O in LARGE-8.

Most differences between MaR-G and MaR-O are found in the intra-
path costs. Since the intra-path cost is prioritized in the objective function,
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Figure 9: Multi-domain network LARGE-5

Domains (µ1) cost (−µ3) djip (−µ4) djborder obj

EON -2,17 -33 0 2.52
RedIRIS 0 0 0 0
GARR 0 0 0 0
Renater 25 0 0 26.48
SURFnet 7,81 0 0 10.89

cost (%): relative gap on intra-path cost.
djborder (%): relative gap on number of sets of two pairs of border nodes that
are topologically protect-able one another.
djip (%): relative gap on number of disjoint intra-paths.
obj (%): relative gap on the overall objective function.

Table 2: Relative gap of MaR-G vs. MaR-O in LARGE-5.
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Nb. org. SRVEG (MaR-O) 16 15 13 12 21 77
Nb. org. SRVEG (MaR-G) 12 16 13 16 22 79
Nb. SRVEG

max (MaR-O) 8 6 5 4 6 29
Nb. SRVEG

max (MaR-G) 7 6 5 4 6 28
Nb. adv. SRVEG (MaR-O) 4 1 1 0 1 7
Nb. adv. SRVEG (MaR-G) 3 1 1 0 1 6

Table 3: Number of SRGs in LARGE-5

the differences reflect clearly in the overall objective gap. However the intra-
path cost gaps are generally small, leading to small overall objective gaps in
most domains, except for Renater domain.

In summary, the mapping results of MaR-G are close to those of the
optimal Mapping MaR-O, illustrating the efficiency of the proposed greedy
Mapping.

6.2. Scalability in using non-border maximal SRVEGs

Section 4.2 and 5 show that only the non-border maximal SRVEGs need
to be advertised amongst domains. The smaller is the number of adver-
tised SRVEGs, the more scalable MaR is. Table 3 shows the number of
SRVEGs that need to be advertised (denoted by adv.), the number of orig-
inal SRVEGs which would be required in a domain (denoted by org.), and
the number of maximal SRVEGs in LARGE-5. Most domains require either
1 or no SRVEG to be advertised.

In LARGE-8, domains are highly connected with more links and internal
nodes in comparison to those of LARGE-5. This characteristic leads to a
less drastic reduction of the number of SRVEGs (see Table 4). However,
more than 68% SRVEGs are still eliminated. The number of SRVEGs to
be advertised per domain remains small.

In conclusion, the use of only non-border maximal SRVEGs in backup
cost computation leads to a significantly more scalable routing solution while
maintaining the accuracy of the cost.
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Domains 1 2 3 4 5 6 7 8 Total

Nb. org. SRVEGs 16 16 21 18 18 20 15 17 141
Nb. SRVEG

max 5 12 17 9 17 19 10 13 102
Nb. adv. SRVEGs 1 4 8 3 8 10 4 6 44

Table 4: Number of SRVEGs of LARGE-8 with MaR-G

6.3. Routing evaluation

In this section, the Routing step is evaluated together with the Mapping
step through the final routing results. In RaM, the inter-domain routing is
performed by greedy algorithm GROS or dynamic programming algorithm
DYPOS, then another routing is performed in intra-domain networks. In
MaR, the same dynamic programming solution as in DYPOS is used for the
unique routing of both MaR-G and MaR-O. Both GROS and DYPOS re-
strict the lengths of the working and backup segments by two parameters lW

and lB respectively.
Following evaluation metrics are used for the routing evaluation:

• The working (resp. backup) network cost is the total working (resp.
backup) bandwidth used by all network links.

• The Backup overhead is the ratio between the total working and backup
network cost and the smallest working network cost minus 1. This
amounts to the backup bandwidth redundancy of a protection scheme.
In other words, it represents the backup bandwidth saving level of a
protection scheme. The smallest working network cost is the total cost
of all working paths without protection when these paths are shortest
paths.

• The Overall blocking probability is the percentage of the total rejected
bandwidth out of the total requested bandwidth.

6.3.1. Comparison with optimal single domain OSSP solution

Due to the extremely high computational effort for Opt, the results of
MaR-O, MaR-G, GROS and DYPOS are compared with those of Opt only
on a small 5 domain network of 28 nodes with 70 submitted requests. All
requests remain active in the network without tearing down. The Transit-
Stub model of GT-ITM is used again for generating this network instance
that we denote by SMALL-5 and illustrate in Fig. 10.
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Figure 10: SMALL-5 network.

Fig. 11 depicts the backup overhead of different solutions in SMALL-
5 when the working segment length threshold lW varies from 2 to 5. Due
to the small size of the network, there is no need for testing with larger
lW. For the same reason, the backup segment length constraint is removed.
MaR-O and MaR-G outperform GROS and DYPOS for most values of lW.
When the constraint on working segment lengths is loose, i.e., lW becomes
large, MaR-O, MaR-G and Opt operate under similar conditions since no
segment length constraint is required in Opt. In this case, MaR-O and
MaR-G provide nearly identical backup overheads to Opt, revealing their
high performances in bandwidth saving.

6.3.2. Backup overhead

An advantage of MaR over RaM is that it solves a single routing op-
timization problem instead of multiple optimizations in inter-domain and
intra-domain routings. In addition, MaR does not suffer from the approx-
imation of working and backup cost computations in inter-domain routing
as in RaM. This allows MaR improving the quality of its solutions. The
experiments in this section will show that MaR provides a smaller backup
overhead and thus better bandwidth saving.
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Figure 11: Comparison with Opt on Backup overhead in SMALL-5

We conducted experiments with an incremental traffic in large networks.
The incremental traffic is generated by submitting subsequently 1000 con-
nection requests to the network with all requests remaining active. Network
links are uncapacitated in order to avoid the blocking cases which vary from
one scheme to the other and thus would make the analysis more complex.
Backup overhead is computed once after 1000 requests. No experiment is
performed with MaR-O because of its high computational effort.

Fig. 12 and Fig. 13 depicts backup overheads of MaR-G, GROS, DY-
POS and NoShare in LARGE-5 and LARGE-8 when working and backup
segment length thresholds vary. Obviously, MaR-G, GROS and DYPOS give
better backup overheads than NoShare. As expected, MaR-G provides gen-
erally a smaller backup overhead than GROS and DYPOS.

6.3.3. Blocking probability

The blocking probability is examined under dynamic traffic. Requests
for connection arrive and tear down after a holding time. Requests arrive
according to a Poisson process with rate r = 1 and with an exponentially
distributed holding time with mean h = 320. There are, on average, 320
active connections in the network.

In general, MaR-G provides clearly smaller blocking probability than
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Figure 12: Backup overhead in LARGE-5

DYPOS, GROS and NoShare with lW = 5 in LARGE-5 (see Fig. 14) and in
LARGE-8 (see Fig. 15). An insight in GROS and DYPOS reveals that most
of their blocking is caused by bad guidances obtained from the inter-domain
routing due to cost approximation and the impossibility of mapping vir-
tual links in the intra-domain step to disjoint working and backup segments.
MaR-G overcomes these weaknesses by using an unique routing based on
precise working and backup costs of virtual edges as well as their disjointness
indexes δ.

However, we observe from the results on both backup overhead and block-
ing probability that when segment lengths are highly limited, i.e., lW = 3
or small lB, MaR-G sometimes looses its advantage. On the one hand, it is
more difficult for MaR-G to build a solution satisfying segment length con-
straints from the restricted number of potential intra-paths (nW = 2) than
GROS and DYPOS which have no restriction on the selection of intra-paths.
On the other hand, DYPOS or GROS applies segment length constraints in
the inter-domain routing which is based on approximation and thus the final
results may not satisfy the segment length constraints.
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Figure 13: Backup overhead in LARGE-8

6.3.4. Number of sharing cases

Fig. 16 and Fig. 17 show the percentages of requests that benefit from
backup bandwidth sharing out of the successfully routed requests in LARGE-
5 and LARGE-8. The number of sharing cases are counted under dynamic
traffic in order to reflect faithfully bandwidth sharing situation. In all cases,
MaR-G encourages more requests to benefit from backup bandwidth sharing
than GROS and DYPOS of RaM.

7. Conclusions

In [25] we have proposed the RaM approach for OSSP routing in multi-
domain networks. In RaM, approximations are used in cost computing in
order to achieve the scalability. In this paper, we have proposed a new ap-
proach called MaR where a restricted number of potential intra-paths is
selected for carrying traffic across a domain. This restriction allows MaR to
benefit from an exact routing which is also highly scalable, although it sac-
rifices some small possible backup bandwidth sharing and leaves a priori
less choices for building working and backup segments. Nevertheless, the
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Figure 14: Overall blocking probability in LARGE-5

Mapping with multiple well defined criteria transforms this restriction in a
mechanism that orients the Routing to the best intra-paths in terms of cost,
disjointness and sharing possibility. In addition, the single routing step of
MaR allows improving the quality of bandwidth optimization over the two
routing steps of RaM.

The experimental results also confirm that MaR outperforms RaM on
bandwidth saving and blocking probability. Furthermore, in bandwidth sav-
ing, MaR is close to the optimal single domain solution while the latter is
not scalable even for a large single domain network.

MaR can also be applied for WDM multi-domain networks as long as the
border node are wavelength conversion capable. Since intra-paths are fixed
after the Mapping step, we can allocate statically wavelengths for intra-paths.
Wavelengths may need to be changed only at border nodes and each network
domain remains all optical without wavelength conversion at internal nodes.
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Figure 15: Overall blocking probability in LARGE-8
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