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Abstract— Routing and protection with an Overlapping Segment
Shared ProtectiofOSSP) scheme in multi-domain networks is
more difficult than that in single domain networks because of
scalability requirements. We propose a novel approach for OSSP
routing where the underlying idea is the prior identification of
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Potential Intra-domain Paths (PIP) for carrying working and Working segments Backup segments Protected part
backup traffic between domain border nodes. These Ps help Vi >V, V>, v, v,
to reduce the multi-domain network to a simpler aggregated ey e N
network where routing is performed without unnecessarily going Lo Lo e
working path === backup segment -----e--. recovered path

down to the physical links. The novel approach offers an exact
and highly scalable routing thanks to the prior identification of

the PIPs and the introduction of a maximal share risk group Fig. 1. Example of Overlapping Segment Protection wherfails.
feature. Experiments show that the quality of the proposed The protected parfvs..v4] contains all links and nodes between
approach is close to the optimal single-domain network solution exclusively andv, inclusively, thusu, is recovered using segmest.
and outperforms the existing multi-domain network solutions.

working segment ——— backup segment

I. INTRODUCTION Y g, SN (S ~.L . W
\, J (W Y
\\ dl,dz ’/ 4 \ 2
Much research has been conducted on path and seg- >y 2&er” 4
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ment protection for single-domain networks, much less for Vg’ - i, ’ Y
multi-domain networks. Overlapping Segment Shared Protec @ ’ ® °

tion (OSSP) is a recently proposed protection scheme, which
has not yet rec_elved a lot of mtereSt'_ n part|CU|ar’ in thl‘—eig. 2. Examples of cases where two backup segments can share
context of multi-domain networks. This paper tackles thgickup bandwidth (a) and cannot (b).
routing problem for OSSP in multi-domain networks. Before
describing the problem, we briefly recall the OSSP concept.
from v, to vy with requested bandwidtli; and the working

A. OSSP concept segment fromu; to vg with requested bandwidtt, are link

In classical segment protection, an end-to-end workirand node disjoint. Their backup segments can share barfdwidt
path is divided into concatenated segments and each on@usr the common linKvy, v3) and the needed bandwidth on
protected by a unique backup segment. Upon a single linktbis link is max{d;,d>} in order to ensure protection for
node failure, only the failed working segment is replaced byoth working paths. In case (b), the two working segments
its backup segment. As a result, segment protection offerstare nodev;, their backup segments cannot share backup
faster recovery than path protection. However, segment epandwidth. The needed backup bandwidth on ljnk, v3) is
nodes are not protected as the failures of those nodes impair- d» which is greater than in case (a).
both the working and backup segments. Overlapping SegmenWith the addition of the backup bandwidth sharing feature,
Protection (see, e.g., [6]) overcomes this weakness thenkOverlapping Segment Protection becomes Overlapping Seg-
the overlapping between working segments (see Fig. 1) whiteent Shared Protection (OSSP). For a new incoming request,
still inheriting the fast recovery of segment protection. the dynamic OSSP routing problem consists of establishing

For backup bandwidth saving, shared protection has begmworking path and associated backup segments, while min-
proposed for link, path and segment protection. In segmentizing the total used bandwidth. The routing is then done
protection, in order to guarantee 100% recovery of any singhithout making any forecast assumption on the upcoming
link or node failure, two backup segments can share bantwidequests. The amount of backup bandwidth to reserve for
if and only if their working segments are link and nodea backup segment depends on the working segment to be
disjoint. This condition is calledegment sharing conditipn protected as well as on the already established working and
see Fig. 2 for an illustration. In case (a), the working segimebackup segments. This dependency makes the problem quite



complex. Indeed, it is even more combinatorial in practice In [10], some solutions for OSSP in multi-domain networks
than the Shared Path Protection problem which is alreablgve been proposed where each domain network is topologi-
NP-hard. Several solutions have been proposed in [2], [8hlly aggregated. A domaitv,, = (V,,,, L,,), whereV,, and

[6], [11]. They require detailed information on the bandikid L,, are the sets of nodes and links, becomes an aggregated
allocation on each network link and compute accurately thgaphG,, = (V,E°RPER EVIRTUAL) composed of a border node
bandwidth costs. Such a requirement can be satisfied osBt V,2°RPER and a virtual link setEYR™UAt (see Fig. 3b).

in single domain networks. Therefore, we qualify all thesA virtual link represents the possibility of going from one

solutions under single-domain solutions. border node to another one through intra-domain paths (or
intra-paths for short). Each virtual link is associated hwit
B. State of the art of OSSP in multi-domain networks approximated costs for using its associated intra-patha in

OSSP for multi-domain networks is much more compleﬁ/.Orking ora backup segment. Instead. of performing routing
than that for single domain networks due to the multi"ectly on the muilti-domain network, it starts with a rough
domain network characteristics and size. A multi-domafuting in the inter-domain network. The resultmg workmg_
network is made of the interconnection of several singl nd backup se.gmenjcs are the paths of virtual _and inter-gomai
domain networks, see Fig. 3a. In order to satisfysbalability Inks. These virtual links are then mapped to mtra—patr_he T
requirementsonly the aggregated routing information can b uthors Of. [10] bropo seq several alg'onthms for the rouging
exchanged amongst domains [7]. Consequently, a given n g mapping resulting m_tvvo .SOIUt'OnS GRPS and DYPOS,,‘
is neither aware of the global multi-domain network topgiog ey are both referred in this paper by “Route-and-Map
nor of the detailed bandwidth allocation on each network.linapproaCheS’ denated by:Hl.

Few solutions have been proposed for multi-domain net—In RaM, the approximation in cost computation is nec-

works. The studies in [1], [4] propose to protect each domaﬁ’fsary for _dez:_lmg V\gth thethscalal::!llty prolbtlemlé Howgv?tr,
individually. Consequently, inter-domain links and barde € approximation reduces he routing qualty. For a better

nodes are left either unprotected or protected by a specﬁ?&'t'ng. que}llty, WE Propose in this paper to eI|m!nate the
roximation by reversing the mapping and routing steps.

scheme. Other studies such as [3] focus on designing net . .
uet " [3] focu 'gning netw e resulting approach is called “Map-and-Route” ot Rifor

backup capacity with static traffic. short. Each virtual link is mapped to several intra-pathesen
working and backup costs are computed exactly. The routing
is performed on a network where links are the selected intra-
inter-domain fink paths and the link costs are exact.

The paper is organized as follows. The next section provides
the general idea of the MR approach. Section Il describes
the Mapping problem. Its greedy solution is shown in Section
IV. Section V presents the Routing solution and Section VI
discusses its scalability. The experimental results apevshn
Section VII. Conclusions follow in Section VIII.

border node in  V/,2%PR

physical linkin L

II. AM AP-AND-ROUTE APPROACH

In MaR, each domain network,,, is first aggregated as in
virtual link in EVRTUA RaM. Next, for each virtual linke of V,,, a set of Potential

v intra-Paths (FPs) PV (resp. P with possibly P2 = PY),
is selected for carrying the working (resp. backup) traffic
between border nodes af (see Fig. 4). The border nodes
correspond to the filled black points in all figures. ThéP®
carrying working (resp. backup) traffic are referred as wuayk
(resp. backup) APs.

Definition 1: A direct intra-path is an intra-path that does
G (b) not go through any intermediate border node.

In MaR, all PPs must be direct intra-paths. This require-
ment does not reduce the choice of intra-paths as a non direct
intra-path can be represented by multiple direct intrdapat

In addition to the traditionabegment sharing conditioin

This paper aims at solving the OSSP routing problem in opfder to work at the level of IP, we introduce the following
tical multi-domain networks with the objective of minimigj  condition in MuR:
the total working and backup bandwidth capacity required by Supplementary Sharing Conditioiwo backup segments
incoming request under a dynamic traffic pattern. All networcan be considered for bandwidth sharing if they go through
nodes are assumed to be wavelength conversion capable. anidentical P1P.

Fig. 3. A multi-domain network (a) and iister-domain networkb).



otential
virtual edge P

Jituallink intra-path and is stated as follow for domaiN,,, .
s Given:

« nV andn® the maximum numbers of working and backup
PIPs needed for each virtual link dfy!RTVAL;
« n. the number ofdirect intra-paths associated with
5 5 5 5 Let n¥ = min(n.,n") andn® = min(n,.,nB). They corre-
© © spond to the exact number of working and backup$for

VIRTUAL i T
Fig. 4. (a) An original domain at the intra-domain level; (b thggregated eache € E . We need to |dent|fy

domain at the inter-domain level; (c) the mapped domain at the ethjgvel W _ = 1.nW h f workina FPs of
with a maximum of 2 PPs/virtual link for both working and backup traffic. * PB {QE © = nB } the set of wo 9 s ofe,
o P2 =1{q8,;,i=1.n8}, the set of backup iPs ofe.

As the Routing objective is to minimize the total working
and backup cost of each request, in the Mapping, we encourage
the intra-paths supporting this objective through theofelhg
selection criteria.

Criterion 1: A selected working AP should minimize its
P" Not sharable in MaR working cost while maintaining enough residual bandwidth

Sharable in RaM for allocating future connections. It amounts to balance th

Fig. 5. Cases where two backup segmeitsp/, can share and cannot sharenetwork load. . . . . . )
backup bandwidth under &R and RuM. Their working paths are disjointin ~ We can associate each physical link with a weight which

both cases and are not shown in the figure. is the inverse of the residual capacity of the link. The set of
selected FPs are then a set of Weighted shortest paths:

Sharable in MaR and RaM

Two backup segments must satisfy both conditions in order Z Z Z (1)
to be allowed sharing bandwidth. The backup segments over e

two PiPs that differ by at least one link are not allowed to share
bandwidth (Fig. 5). Thereforeéhe amount of sharable backupwherec®s is the residual capacity of physical link

bandwidth is identical for every link along @ P. Of course  Criterion 2: A selected backup IIP should minimize its
with this additional sharing condition, bandwidth shariisg backup cost while maintaining enough residual bandwidth fo
sometimes ignored on some particular links. However, we @flocating future connections.

not have to gO down to the level of the phySical links in order From a g|0ba| S|ght, a backup Segment uses an homoge_
to identify exactly the sharable bandwidth for protecting aneous amount of bandwidth along anPPas in a working

PIP, which would impair the scalability. Note that inaRl,  segment. Criterion 2 is thus modeled similarly to Criterion
in order to avoid going down to the physical link level,

approximations are made on sharable bandwidth compusation Z Z Z )

The OSSP routing problem is divided into 2 sub-problems: s

« Mapping sub-problem: i setsP", P8 are selected for
each virtual linke of each domain. EachIP is then Criterion 3: The working RPs should be selected so as to
abstracted as a single link called “virtual edge” (Figincrease the possibility of finding pairwise disjoint wari
4c). The virtual edges between different nodes may nBtPs.
be disjoint. The multi-domain network resulting from This criterion originates from the fact that backup segrsent
this abstraction is called “mapped network”. Mapping isan share bandwidth only if their working segments are dis-
performed once for a long term use. joint, according to the segment sharing condition. Thesdoh

« Routing sub-problem: The working path and backui$ interpreted as maximizing the number of pairs of disjoint
segments are computed in the mapped network so thérking PPs:

ee EV\RTUAL QEPW leq

(,GE\/\RTUAL qe’[)B éeq

they minimize their used bandwidth. Unlikeal, there max Z 522 ©)
is no need to do an intra-domain routing for identifying 1PV e '
the intra-path within each domain because a virtual edge er.e2€ E2

is one-to-one correspondence with a filPP
q
Both sub-problems will be discussed in detail in the neX¢nered, is 1if ¢ andq’ are node disjoint and otherwise.

sections. Criterion 4: Virtual links should be mapped so that the
possibility that a pair of working and backup virtual links i
I11. M APPING SUB-PROBLEM disjoint is maximized.

The Mapping sub-problem consists of identifying a set of Definition 2: Two virtual links are disjoint iff there exists
working PPs and a set of backup B for each virtual link. a RP of one virtual link that is link and node disjoint with a
Such a Mapping is performed independently in each domaP of the other virtual link.



The disjointness between virtual links is formally stated a Algorithm 1 Greedymaping(V;»)
VIRTUAL
56{1 it 3ge PV e PR g =0, for all e € EVRIUAL do

S , (4) PCEAN = set of n®N shortest intra-paths weighted by
0 otherwise. residual capacity.
Criterion 4 is justified as follows. In the case of lightlyént end for
connected multi-domain networks, we might have to route while Je € E)\,R™" so that|PY'®| < n}’® do
a request over two fixed virtual links, one for the working  for all e € E7F™*" do
segment and the other one for the backup segment. These if [PVB| < n¥B then

two virtual links should have at least one pair of disjoint {—PWB is not full, select an intra-path for—-}
PIPs otherwise the considered working and backup segments for all ¢ € PSAN do
would have at least one common link or node, and this would dj, < Number of backup virtual links that is
impair the protection. From the global viewpoint, this eribn newly disjoint withe thanks toq
is interpreted as maximizing the number of pairs of disjoint end for
working and backup virtual links: S. < Set ofn intra-paths that has the higheg,
q < The intra-path inS, that is disjoint with the
max Y 0% (5) most working PPsin  |J P8
e,e’ € EIRTUAL WB __ WB ereByT
A. Putting all together zéAN;%CA,bJ\{?z}
With the above system of criteria, the Mapping is a multi endeif ‘
criteria optimization problem. For solving it, we put théeria end for

all together in a single objective which is a weighted sum of end while
the four criteria. The weights are denoted/by o, —p3, —f1a

respectively wherg, ps, 13, s > 0. The negative sign in the
last two coefficients results from the maximization objesi V. ROUTING SUB-PROBLEM
(3) and (5) of criteria 3 and 4. The four coefficients should
be considered carefully in order to prioritize some objexgti

The objective of the Routing sub-problem is: for a new
o . . incoming request, find a working path and a set of backup
La;gﬁ ég ar(])?lé'?] pr;?]r('jt'zbeaglle b;’g\dv::jeth S?r\:rlrr]]gt'r'cal i the SEIMeNts so that their total bandwidth cost is minimized. Le
M Ince w dl Ig . upl S sy @éfB —IPW d be the requested bandwidth. Before detailing the analytica
apping model, we can simply use a unique .. ¢ expression of the total bandwidth cost of the incoming retjue

WB _ W H :
of ng™ = ng' PIPs for both working and backup traffic overwe introduce some further notations and define cost funstion

backup H;\ZSR ghiCh s V\;eigf:t?.d bﬁ”’ zére relmtoved. LWe afipondence with an IP, we use the two terms alternatively
propose WLR-%) an exact solution based on Inieger Line epending on whether we are dealing with the mapped or the
Programming (see [9]) and MR-G an heuristic solution (the detailed (intra-domain) level
next section), for solving this Mapping sub-problem. From ) . : :
X . . oL . PP | h
time to time, the Mapping should be refreshed for obtamlr\% et ¢ (resp.¢) be an RP/virtual edge that is considered

{

. . . r a working segment (resp. backup segment) for the new
new RPs Wh'ch are more appropriate with the actual netwo coming request. Let us assume that each bandwidth unit on
residual capacity.

a physical link has a unit cost and the bandwidth cost of a

IV. HEURISTICMAPPING SOLUTION segment is the sum of the bandwidth costs of its links.

This section presents MR-G, the heuristic for solving B, backup bandwidth reserved by backup segments go-
the Mapping sub-problem. The main idea is as follows. For ing through the entire virtual edgg. Be aware that
selecting PPs for each virtual linke, we do not consider all B, may differ from the total backup bandwidth
possible intra-paths but only a subset”N c P, of nSAN reserved on a physical link af .
intra-path candidates. Due to Criterion$AN will be the set By,  sum of requested bandwidth for the connections of
of shortest intra-paths weighted by their residual cajesit which a backup segment goes throughand the

Alg. 1 presents pseudo-code of the Mapping for each corresponding working segment goes through node
domain. For a domain, the list of virtual links of the domain v. Those backup segments cannot share bandwidth
under study is browsed. For each virtual link, we try to find amongst them because they will be activated simulta-
several intra-paths that increase the most the numberjofrdis neously when fails. Their backup bandwidth is not
virtual link pairs. Amongst these intra-paths, we selea th profitable for a backup segment of the new incoming
one that is disjoint with the largest number ofP® that have request if this segment goes throughand protects
been selected for the domain. The next virtual link will be a working segment going through
considered in the same way. Once all virtual links are Wisite B?  sum of requested bandwidth for the connections of
another round is started again and again until each virioial | which a backup segment goes throughand the

receives the required number of 3. corresponding working segment goes throygh



ag  total working bandwidth cost of the new incoming Proof: Wheng, ¢’ are not disjoint, i.e.cSZ, = 0, they both
request on virtual edge. fail upon a single failure at a common link or node, therefore
53/ backup bandwidth cost of the new incoming request!, = oco. Otherwise, let us consider the backup bandwidth
on virtual edgey’ for protecting virtual edge against needed by the new incoming request on a physical link’ of
any single link or node failure. Note thﬁg, is the in order to protect against a failure on node € ¢. Within the
additional bandwidth that the new incoming requesixisting backup bandwidt,, on ¢, By, is non sharable for
needs ory’ excluding the fraction of sharable backupcovering a failure ab. The remaining bandwidtt,, — By, is
bandwidth it can benefit frons, . sharable for every link of. Thus, the additional bandwidth
T working path of the new incoming request in thahat the new incoming request needs on each link/offor
mapped network. It is a path made of virtual edgegrotectingv is: By, + d — B, . In the single failure context,
T working segment of the new incoming request inenly one node can fail at a time. Hence, the additional backup
dexed by: in the mapped network. It is a path maddandwidth needed on a physical link gf for protectingq
of virtual edges. against any single failure iSing(B:;/ +d— By). Thus, the

m;  backup segment of the working segmentin the amount of additional backup bandwidth needed on the whole

mapped networ}(. It is a path made_ of vir_tual edgeaz is [lq|| x max(BY, +d — B,/) which corresponds to (8) with
1 set of segment indexes of the new incoming requeﬁ% vEq

87 backup bandwidth cost of the new incoming request?zconst';]j erke)ltlols of res"i,'”a' cadpadC|ty. the back -
on virtual edge;’ for protecting working segment; rom the backup cost,,, we deduce the backup ngg’

against a single failure on any node or link. of virt.ual edgeq’ for prote_cting working segment; against
llg]l  length of RP g in terms of the number of hops. any single link or node failure:

v,  residual capacity of virtual edge By = max (3, 9)
Definition 3: The residual capacity of a virtual edge is the . . e )
maximum bandwidth that we can route along it. With the defined working and backup costs, the Routing

The bandwidth we can route overis limited by the smallest Sub-problem is defined formally as finding a working path

residual capacity of the physical links gf which leads to: ~@nd a set of backup segmen{s;,i € I} so that the total
bandwidth cost is minimized, i.e.,:

= min ¢S, 6
T © winY e, Y
Ifin RaM, the costs are computed approximately in order to q€™ wiel ¢ en!
preserve the scalability of the solution, inaR all costs will |t is equivalent to the single domain OSSP routing problem

be computed exactly. Since working segments do not share ahere the single domain network is the mapped network and
bandwidth, each working segment uses exactly bandwidthinks are virtual edges. Single domain OSSP routing safistio
on each of its physical links. The working cost of the news well as the inter-domain routing solutions GROS and

incoming request on virtual edgeamounts to: DYPOS proposed in [10] can be used to solve it. In the
) experimental results presented in this paper, DYPOS is used
_ Jllallxd it d <y 7y for the Routing step.
o . (7)
o) otherwise.

A. An exact and scalable solution for computing the backup
We remark that a failure on a node affects all connectior®st of a virtual edge

going through the node. A failure on a link adjacent to the The computation of the backup CQ@; as expressed in (8)
node affects only a subset of these connections. Hence, ltgﬁuires the knowledge aB?, for each nodes and RP ¢
bandwidth needed for protecting the node is sufficient fof i< 41 intra-domain informq, '

) link adi X deduce: ation which changes dynamicall
prOteCt'ng any fink a jacent to it. We deduce: i after each routing. Therefore, maintaining &}, up-to-date
Proposition 1:In order to protect a working segmen

. . ) lis a non-scalable requirement.
against failures on nodes and links, we only need to protecty,, propose a more scalable method for computifiguith
nodes and then links will be automatically protected.

- , the following main idea. In each domain, there exists some
Theorem 1:The backup cost of the new incoming requeslitica nodes which belong to manyl®. The protection of
on virtual edgey’ for protecting a virtual edgg against any hese nodes can be sufficient for protecting some other nodes
single link or node failure is: (see Th. 2 below). Therefore, the backup cost for protecting
]| % (max BY +d— By) i 5;;/ — 1 and an H_P can be deduced from the backup cost for protecting
vEq certain critical nodes.

0< max By +d—By <~y Definition 4: For a given domain, the Share Risk Group

q _ v
By = 0 it B, —qmaxB“ >4 (®) (SRG) of a nodew, denoted by SR@), is the set of
T veq 1T virtual edges of the domain that share the same risk.at
00 otherwise. It corresponds to the set ofiPs going through.

SRGs have the following characteristic:



Thus,meang, is identified fromBg}, BZ;F of border nodes
veq

and B;’Z of non-border nodes; € V,,, \ V,2°%°ER whose SRG

are maximal (sincey is direct intra-path, there is no other
border nodes to be considered). In substituting the righttha
side of (12) in (8), we found that the backup cosfs can be
computed from the backup cost gffor protecting some non-
Fig. 6. SRGu1) = {q1,02} C SRGv) — {q1.d2, 43} because all FPs border maximal S_RG nodes and th(_)se for_ protectir_lg border
going throughv: are going throughvs. nodes of the working #P ¢. In comparison with (8), this new
computation is more scalable since it relates only somesode

of the working RP.

Theorem 2:Let SRQv;) and SRGu,;) be two SRGs so
that SRGQu;) € SRGv;,), then VI. SCALABILITY

BZ;,"' < B;’;’. (10) Since the Mapping step is performed independently within
each domain, it does not encounter any scalability problem.
Let us discuss the scalability issue in the Routing prodesis.

({J"EDGE be the set of virtual edges in the mapped network. The
ollowing parameters are required by the Routing process fo
computing the working and backup costs associated with each
virtual edgeq € EVEPSE by using (7), (8) and (12):

In other words, if all PPs that go through one node ), go
also through another node;{, the backup bandwidth reserve
on an RP for protecting the first nodev{) does not exceed
the backup bandwidth reserved on the sanfe fér protecting
the second nodevf), see Fig. 6.

Proof: Since SRGu;) C SRGv;) then: Cat.A :||qll, By;
Cat.B : B} for all v € VORPER,
SRGv;) = SRG(Ui)U(SRG(Uj) \ Swa)). Cat.C : All non-border SR in every domain as well
as their associated internal nodes
Thus: Cat.D : By for the internal nodes associated to the non-
border SRG** of Cat.C;
>, Bi= > Bi+ > By CatE i,
4ESRE) 4ESRE) 4ESRE))\SRE:) Each border node should store, maintain up-to-date and ex-
Consequently, change the above parameters, for each EVEPSE, with the
Z BY, > Z BY,. other border nodes by using a BGP like protocol. The values in
4ESRG(w;) 4E€SRG(v:) Cat.A and Cat.B are per virtual edge or border node. They can
_ . . ; be updated without impairing the scalability. In Cat.C, et
From the definition of3;,, we haveB;, = qu%:G(v) By Thus, ot non-horder SRE&™ depends uniquely on the Mapping step

BY > BVi. m and are therefore stable values. The experimental results i
Definition 5: A SRG is maximal if it is not contained in Section VIl will show that the number of non-border SKG
another SRG is quite small leading to a small number Bf in Cat.D.

If two SRGs of two different nodes are identical and While the residual capacity on every physical link that
maximal, one node will be chosen as the representative ndtfgticipates ing is not smaller than the maximal requested
for the maximal SRG. If one of the two nodes is a borddfandwidth, the residual capacity, of virtual edgegq is

node, it will be chosen. When both nodes are internal nogddfficient for any new request and does not need to be updated.
we can choose any of them. Otherwise,y, needs to be recalculated exactly by using (6).

From Th. 2 we deduce the following proposition. In summary, most of the information required in the routing
Proposition 2: Let ¢ be a sub-path and, be a node on; Of MaR is per virtual edge and is managed at the mapped
such that SRG() is maximal and denoted by SHE& (v;). level. The quantity of required internal domain informatig
We have: ' small. The scalability is thus preserved.

max B, = max B, (11)

veq T 4;:qeSRE™ (v;) 1 VIl. EXPERIMENTAL RESULTS

MaR-O and MuR-G are compared with the optimal single
domain OSSP solution [6], denoted by Opt, and the multi-
domain OSSP solutions GROS and DYPOS [10]. Weuset

Readers are referred to [9, ch. 7] for the detailed proof.
Prop. 2 provides a way to compumgx By.

Let.’l)h’l)g bg 'two border nodes ofIP ¢ and N,,, be the max ¢S, i3 = 1/(nW x |EVRTUAL)2 1, = 1 and pp = 0.
domain containing. By separating the; border node and; ‘(€L ~ S o
non-border node in (2), we obtain: The number of needediPs per virtual link isn'VB = 2. The

) o o number of intra-path candidates foraR-G is n®N = 4. In
max By, = max{B/, B;?,  max B} (12)  MqR-0, MaR-G, GROS and DYPOS, working (resp. backup)
v; €V \Y, :

veEq

m

qESRG™ (1) segment length is limited by threshald (resp.(8).



[ Domains [ (u1) cost [ (—u3) djip | (—pa) djur | OBJ | 3 : :
EON (1) 2,17 -33 0] 252 Noshare -
RedIRIS (2) 0 0 0 0 25| DYPOS
GARR (3) 0 0 0 0 ' MaR-9
Renater (4) 25 0 0 | 26.48 - opt
SURFnet (5) 7,81 0 0 | 10.89 g 27
<
cost (%): relative gap onIP cost. g
dj,; (%): relative gap on number of disjoint virtual links. =3
dj;p (%): relative gap on number of disjointi Ps. §
obj (%): relative gap on the overall objective function. Q
TABLE | 05
RELATIVE GAP OF MaR-GVvs. MaR-O IN LARGE-5.
R"’:z =3 W=4 W=s5
Domains [ 1] 2] 3] 4] 5] 6] 7] 8] Total ) . . .
LARGES Fig. 7. Comparison with Opt on Backup overhead in SMALL-5
Nb. org. SRGs| 12 | 16 | 13 | 16 | 22 - - - 79
Nb. adv. SRGs| 3 1 1 0 1 - - - 6
- I ;—fRGl'Z'E’ S — The Backup overheaib the ratio between the total working
. org. S .
Nb advSRGs 1T 21 8T 3T 810 41 & 17 and backup network costs and the smallest working network

cost lessl. This amounts to the backup bandwidth redundancy
of a protection scheme.

The Overall blocking probabilityis the percentage of the
total rejected bandwidth out of the total requested bantwid
of all connections.

Two multi-domain network topologies are mainly used for 1) Comparison with optimal single domain OSSP solution:
the experiments: LARGE-5 and LARGE-8 [9]. They composeue to the extremely high computational effort needed for
respectively of 5 and 8 domains, each one has- 29 nodes OPt, the schemes dR-O, MaR-G, Opt, GROS, DYPOS and
and 23 — 53 links. LARGE-5 is built from 5 real optical NoShare, a dedicated protection scheme, are compared only
networks. LARGE-8 is generated using the Transit-Stub hod® SMALL-5, a small 5 domain network. The network is
of the multi-domain network generator GT-ITM [12]. Eactfomposed of 28 nodes and is generated again by GT-ITM.
domain has on average 4 neighboring domains in order AY requests remain active in the network.

TABLE Il
NUMBER OF SRGs IN LARGE-5AND LARGE-8WITH MaR-G

reflect faithfully the Internet interconnections [8]. Fig. 7 depicts the backup overheads in SMALL-5. Due to
. . the small size of the network, the backup segment length
A. Mapping evaluation constraint is removed. In most of casesgR+O, MaR-G out-

The greedy Mapping MR-G is compared with the optimal perform GROS, DYPOS and provides nearly identical backup
Mapping MeR-O on LARGE-5 only due to high computa-overheads to Opt, revealing their high performances in band
tional effort of MaR-O in LARGE-8. Table | gives the relative width saving. The absence of the segment length constraint
gaps of MuR-G over MuR-O on each mapping criterion andin Opt explains partially why it is better than AR-O,
the overall mapping objective. The gaps remain small or nlMaR-G when the segment length threshold is very small.
in most of cases illustrating the efficiency of the proposed

greedy Mapping. Therefore, from now on, the experimental Weg Weg
results on large networks are shown only wittuRFG. 25 . 25
osShare —+—
B. Scalability in using non-border maximal SRGs , boROS )
r MaR-G ~-&- ]

The scalability is evaluated through the number of nog-
border maximal SRGs needed to be advertised amongst&lo-;s |
mains. The smaller this number is, the more scalable the
solution is. Tables Il shows the significantly small numb§r 1t
of SRGs that needs to be advertised (denoted by adv.)Ein
LARGE-5 and LARGE-8 in comparison with the number of o05&.
original SRGs (denoted by org.). This confirms the scalghbili

efficiency in using only non-border maximal SRGs in backup  © 5 1 n %4 s 5 10
cost computation while maintaining the accuracy of the.cost B B
C. Routing evaluation Fig. 8. Backup overhead in LARGE-8

Let us first introduce the metrics for evaluating the routing
The working (resp. backup) network cost is the total work- 2) Backup overheadThe Routing with a single optimiza-
ing (resp. backup) bandwidth used by all network links.  tion and the exact cost computing brings toa® a better



bandwidth saving quality over &M, which uses multiple it sacrifices some small possible backup bandwidth sharing
optimizations in routing and approximation in working anénd leaves, a priori, less choices for building working and
backup cost computations. backup segments. Nevertheless, the Mapping with multiple
We conducted experiments with an incremental traffic afell defined criteria transforms this restriction into a ine&c
1000 requests where all requests remain active. Netwokk limism which directs the Routing to the best intra-paths imger
are uncapacitated in order to avoid the blocking cases whighcost, disjointness and sharing possibility. In addititime
varies from one scheme to the other and thus make the analysiging of MaR with a single step improves the quality of
more complex. The experiments are performed on LARGEHandwidth optimization over the two step routing o&\R.
and LARGE-8 however due to the similar results, we show The experimental results also confirm thatzRl outper-
only the results in LARGE-8, the other can be found in [9].forms ReM on bandwidth saving and blocking probability.
Fig. 8 depicts backup overheads. Obviously,aR4G, Furthermore, in bandwidth saving,dWR is close to the optimal
GROS and DYPOS give better backup overheads thaimgle domain solution while the latter is not scalable efeen
NoShare. As expected, &R-G provides generally a smallera large single domain network.
backup overhead than GROS and DYPOS. MaR can also be applied for WDM multi-domain networks.
3) Blocking probability: The blocking probability is ex- Since RPs are fixed after the Mapping step, we can allocate
amined under dynamic traffic. Requests arrive according statically one wavelength for eachiFP which becomes an
a Poisson process with rate= 1 and exponential holding optical lightpath. Wavelengths may need to be changed only
time with meanh = 320. at border nodes. Each network domain remains all optical
In general, MiR-G provides clearly smaller blocking prob-without wavelength conversion at internal nodes.
ability than DYPOS, GROS and NoShare (Fig. 9). An insight
in GROS and DYPOS reveals that most of their blockings

; ; ; _ 11 A. Akyamac, S. Sengupta, J.-F. Labourdette, S. Chaudhanid
are caused by bad gmdances obtained from the inter domdi‘ﬁ S. French, “Reliability in Single domain vs. Multi domain Qgati Mesh

routing QUe tF) the .cost.appro.ximation a!"d the impos;ibility Networks,” in Proc. National Fiber Optic Engineers ConfSept. 2002.
of mapping virtual links in the intra-domain step so thatitthe [2] J. Cao, L. Guo, H. Yu, and L. Li, “A novel recursive sharesgment

i icini protection algorithm in survivable WDM networkslournal of Network
working and backup segments are disjoinuR4G overcomes and Compuiter Applicatianvol. 30, no. 2. pp. 677694, Apr. 2007,

these_ weaknesses by using a Uhique routing based on pre%eA. Farkas, J. Szigeti, and T. Cinkler, “P-cycle BasedtBction Schemes
working and backup costs of virtual edges as well as their for Multi-Domain Networks,” in Proc. Intl. Workshop on Design of
icini i Reliable Communication Networks (DRGN)ct. 2005, pp. 223-230.
d|SJO|ntness indexes. F!)4] L. Guo, “LSSP: A novel local segment-shared protection moulti-
However, we Observe from_ .the results on both backup™ gomain optical mesh networksomputer Communicationsol. 30,
overhead and blocking probability that when segment length  no. 8, pp. 1794-1801, June 2007.

; i AW B _ ; [5] P.-H. Ho and H. T. Mouftah, “A framework for service-guateed
are hlghly limited, i.e.J* = 3 or smalll®, MaR-G sometimes shared protection in WDM mesh networkdEEE Communications

looses its advantage. The reason is that it is more difficult magazine vol. 40, no. 2, pp. 97-103, Feb. 2002.
for MaR-G to build a solution satisfying segment length[6] P.-H. Ho, J. Tapolcai, and T. Cinkler, “Segment sharedtewtion in
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Fig. 9. Overall blocking probability in LARGE-8

VIIl. CONCLUSION

The MaR approach, with the restriction of the number of
PiPs, benefits from an exact highly scalable routing, although



