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Abstract— Routing and protection with an Overlapping Segment
Shared Protection(OSSP) scheme in multi-domain networks is
more difficult than that in single domain networks because of
scalability requirements. We propose a novel approach for OSSP
routing where the underlying idea is the prior identification of
Potential Intra-domain Paths (PI P) for carrying working and
backup traffic between domain border nodes. These PI Ps help
to reduce the multi-domain network to a simpler aggregated
network where routing is performed without unnecessarily going
down to the physical links. The novel approach offers an exact
and highly scalable routing thanks to the prior identification of
the PI Ps and the introduction of a maximal share risk group
feature. Experiments show that the quality of the proposed
approach is close to the optimal single-domain network solution
and outperforms the existing multi-domain network solutions.

I. I NTRODUCTION

Much research has been conducted on path and seg-
ment protection for single-domain networks, much less for
multi-domain networks. Overlapping Segment Shared Protec-
tion (OSSP) is a recently proposed protection scheme, which
has not yet received a lot of interest, in particular, in the
context of multi-domain networks. This paper tackles the
routing problem for OSSP in multi-domain networks. Before
describing the problem, we briefly recall the OSSP concept.

A. OSSP concept

In classical segment protection, an end-to-end working
path is divided into concatenated segments and each one is
protected by a unique backup segment. Upon a single link or
node failure, only the failed working segment is replaced by
its backup segment. As a result, segment protection offers a
faster recovery than path protection. However, segment end
nodes are not protected as the failures of those nodes impair
both the working and backup segments. Overlapping Segment
Protection (see, e.g., [6]) overcomes this weakness thanksto
the overlapping between working segments (see Fig. 1) while
still inheriting the fast recovery of segment protection.

For backup bandwidth saving, shared protection has been
proposed for link, path and segment protection. In segment
protection, in order to guarantee 100% recovery of any single
link or node failure, two backup segments can share bandwidth
if and only if their working segments are link and node-
disjoint. This condition is calledsegment sharing condition,
see Fig. 2 for an illustration. In case (a), the working segment
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Fig. 1. Example of Overlapping Segment Protection whenv4 fails.
The protected part]v2..v4] contains all links and nodes betweenv2
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Fig. 2. Examples of cases where two backup segments can share
backup bandwidth (a) and cannot (b).

from v1 to v2 with requested bandwidthd1 and the working
segment fromv5 to v6 with requested bandwidthd2 are link
and node disjoint. Their backup segments can share bandwidth
over the common link(v4, v3) and the needed bandwidth on
this link is max{d1, d2} in order to ensure protection for
both working paths. In case (b), the two working segments
share nodev7, their backup segments cannot share backup
bandwidth. The needed backup bandwidth on link(v4, v3) is
d1 + d2 which is greater than in case (a).

With the addition of the backup bandwidth sharing feature,
Overlapping Segment Protection becomes Overlapping Seg-
ment Shared Protection (OSSP). For a new incoming request,
the dynamic OSSP routing problem consists of establishing
a working path and associated backup segments, while min-
imizing the total used bandwidth. The routing is then done
without making any forecast assumption on the upcoming
requests. The amount of backup bandwidth to reserve for
a backup segment depends on the working segment to be
protected as well as on the already established working and
backup segments. This dependency makes the problem quite



complex. Indeed, it is even more combinatorial in practice
than the Shared Path Protection problem which is already
NP-hard. Several solutions have been proposed in [2], [5],
[6], [11]. They require detailed information on the bandwidth
allocation on each network link and compute accurately the
bandwidth costs. Such a requirement can be satisfied only
in single domain networks. Therefore, we qualify all these
solutions under single-domain solutions.

B. State of the art of OSSP in multi-domain networks

OSSP for multi-domain networks is much more complex
than that for single domain networks due to the multi-
domain network characteristics and size. A multi-domain
network is made of the interconnection of several single-
domain networks, see Fig. 3a. In order to satisfy thescalability
requirements, only the aggregated routing information can be
exchanged amongst domains [7]. Consequently, a given node
is neither aware of the global multi-domain network topology
nor of the detailed bandwidth allocation on each network link.

Few solutions have been proposed for multi-domain net-
works. The studies in [1], [4] propose to protect each domain
individually. Consequently, inter-domain links and border
nodes are left either unprotected or protected by a specific
scheme. Other studies such as [3] focus on designing network
backup capacity with static traffic.
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Fig. 3. A multi-domain network (a) and itsinter-domain network(b).

This paper aims at solving the OSSP routing problem in op-
tical multi-domain networks with the objective of minimizing
the total working and backup bandwidth capacity required bya
incoming request under a dynamic traffic pattern. All network
nodes are assumed to be wavelength conversion capable.

In [10], some solutions for OSSP in multi-domain networks
have been proposed where each domain network is topologi-
cally aggregated. A domainNm = (Vm, Lm), whereVm and
Lm are the sets of nodes and links, becomes an aggregated
graphGm = (V BORDER

m , EVIRTUAL
m ) composed of a border node

set V BORDER
m and a virtual link setEVIRTUAL

m (see Fig. 3b).
A virtual link represents the possibility of going from one
border node to another one through intra-domain paths (or
intra-paths for short). Each virtual link is associated with
approximated costs for using its associated intra-paths ina
working or a backup segment. Instead of performing routing
directly on the multi-domain network, it starts with a rough
routing in the inter-domain network. The resulting working
and backup segments are the paths of virtual and inter-domain
links. These virtual links are then mapped to intra-paths. The
authors of [10] proposed several algorithms for the routingand
the mapping resulting in two solutions GROS and DYPOS.
They are both referred in this paper by “Route-and-Map”
approaches, denoted by RaM.

In RaM, the approximation in cost computation is nec-
essary for dealing with the scalability problem. However,
the approximation reduces the routing quality. For a better
routing quality, we propose in this paper to eliminate the
approximation by reversing the mapping and routing steps.
The resulting approach is called “Map-and-Route” or MaR for
short. Each virtual link is mapped to several intra-paths whose
working and backup costs are computed exactly. The routing
is performed on a network where links are the selected intra-
paths and the link costs are exact.

The paper is organized as follows. The next section provides
the general idea of the MaR approach. Section III describes
the Mapping problem. Its greedy solution is shown in Section
IV. Section V presents the Routing solution and Section VI
discusses its scalability. The experimental results are shown in
Section VII. Conclusions follow in Section VIII.

II. A M AP-AND-ROUTE APPROACH

In MaR, each domain networkNm is first aggregated as in
RaM. Next, for each virtual linke of Nm, a set of Potential
intra-Paths (PIPs) PW

e (resp.PB
e with possiblyPB

e = PW
e ),

is selected for carrying the working (resp. backup) traffic
between border nodes ofe (see Fig. 4). The border nodes
correspond to the filled black points in all figures. The PIPs
carrying working (resp. backup) traffic are referred as working
(resp. backup) PIPs.

Definition 1: A direct intra-path is an intra-path that does
not go through any intermediate border node.

In MaR, all PIPs must be direct intra-paths. This require-
ment does not reduce the choice of intra-paths as a non direct
intra-path can be represented by multiple direct intra-paths.

In addition to the traditionalsegment sharing condition, in
order to work at the level of PIP, we introduce the following
condition in MaR:

Supplementary Sharing Condition: Two backup segments
can be considered for bandwidth sharing if they go through
an identical PI P.
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Fig. 4. (a) An original domain at the intra-domain level; (b) the aggregated
domain at the inter-domain level; (c) the mapped domain at the mapped level
with a maximum of 2 PIPs/virtual link for both working and backup traffic.
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Two backup segments must satisfy both conditions in order
to be allowed sharing bandwidth. The backup segments over
two PIPs that differ by at least one link are not allowed to share
bandwidth (Fig. 5). Therefore,the amount of sharable backup
bandwidth is identical for every link along anPIP. Of course
with this additional sharing condition, bandwidth sharingis
sometimes ignored on some particular links. However, we do
not have to go down to the level of the physical links in order
to identify exactly the sharable bandwidth for protecting an
PIP, which would impair the scalability. Note that in RaM,
in order to avoid going down to the physical link level,
approximations are made on sharable bandwidth computations.

The OSSP routing problem is divided into 2 sub-problems:
• Mapping sub-problem: PIP setsPW

e ,PB
e are selected for

each virtual link e of each domain. Each PIP is then
abstracted as a single link called “virtual edge” (Fig.
4c). The virtual edges between different nodes may not
be disjoint. The multi-domain network resulting from
this abstraction is called “mapped network”. Mapping is
performed once for a long term use.

• Routing sub-problem: The working path and backup
segments are computed in the mapped network so that
they minimize their used bandwidth. Unlike RaM, there
is no need to do an intra-domain routing for identifying
the intra-path within each domain because a virtual edge
is one-to-one correspondence with a fix PIP.

Both sub-problems will be discussed in detail in the next
sections.

III. M APPING SUB-PROBLEM

The Mapping sub-problem consists of identifying a set of
working PIPs and a set of backup PIPs for each virtual link.
Such a Mapping is performed independently in each domain

and is stated as follow for domainNm.
Given:

• nW andnB the maximum numbers of working and backup
PIPs needed for each virtual link ofEVIRTUAL

m ;
• ne the number ofdirect intra-paths associated withe.

Let nW
e = min(ne, n

W) and nB
e = min(ne, n

B). They corre-
spond to the exact number of working and backup PIPs for
eache ∈ EVIRTUAL

m . We need to identify:

• PW
e = {qW

e,i, i = 1..nW
e }, the set of working PIPs ofe;

• PB
e = {qB

e,i, i = 1..nB
e}, the set of backup PIPs ofe.

As the Routing objective is to minimize the total working
and backup cost of each request, in the Mapping, we encourage
the intra-paths supporting this objective through the following
selection criteria.

Criterion 1: A selected working PIP should minimize its
working cost while maintaining enough residual bandwidth
for allocating future connections. It amounts to balance the
network load.

We can associate each physical link with a weight which
is the inverse of the residual capacity of the link. The set of
selected PIPs are then a set of weighted shortest paths:

min
∑

e∈EVIRTUAL
m

∑

q∈PW
e

∑

ℓ∈q

1

cres
ℓ

(1)

wherecres
ℓ is the residual capacity of physical linkℓ.

Criterion 2: A selected backup PIP should minimize its
backup cost while maintaining enough residual bandwidth for
allocating future connections.

From a global sight, a backup segment uses an homoge-
neous amount of bandwidth along an PIP as in a working
segment. Criterion 2 is thus modeled similarly to Criterion1:

min
∑

e∈EVIRTUAL
m

∑

q∈PB
e

∑

ℓ∈q

1

cres
ℓ

. (2)

Criterion 3: The working PIPs should be selected so as to
increase the possibility of finding pairwise disjoint working
PIPs.

This criterion originates from the fact that backup segments
can share bandwidth only if their working segments are dis-
joint, according to the segment sharing condition. The criterion
is interpreted as maximizing the number of pairs of disjoint
working PIPs:

max
∑

q1∈PW
e1

,q2∈PW
e2

,

e1,e2∈EVIRTUAL
m

δq2

q1
(3)

whereδq
q′ is 1 if q andq′ are node disjoint and0 otherwise.

Criterion 4: Virtual links should be mapped so that the
possibility that a pair of working and backup virtual links is
disjoint is maximized.

Definition 2: Two virtual links are disjoint iff there exists
a PIP of one virtual link that is link and node disjoint with a
PIP of the other virtual link.



The disjointness between virtual links is formally stated as:

δe
e′ =

{

1 if ∃q ∈ PW
e , q′ ∈ PB

e′ : q ∩ q′ = ∅,

0 otherwise.
(4)

Criterion 4 is justified as follows. In the case of lightly inter-
connected multi-domain networks, we might have to route
a request over two fixed virtual links, one for the working
segment and the other one for the backup segment. These
two virtual links should have at least one pair of disjoint
PIPs otherwise the considered working and backup segments
would have at least one common link or node, and this would
impair the protection. From the global viewpoint, this criterion
is interpreted as maximizing the number of pairs of disjoint
working and backup virtual links:

max
∑

e,e′∈EVIRTUAL
m

δe
e′ . (5)

A. Putting all together

With the above system of criteria, the Mapping is a multi
criteria optimization problem. For solving it, we put the criteria
all together in a single objective which is a weighted sum of
the four criteria. The weights are denoted byµ1, µ2,−µ3,−µ4

respectively whereµ1, µ2, µ3, µ4 ≥ 0. The negative sign in the
last two coefficients results from the maximization objectives
(3) and (5) of criteria 3 and 4. The four coefficients should
be considered carefully in order to prioritize some objectives.
Largeµ1 andµ2 prioritize the bandwidth saving.

Since working and backup PIPs are symmetrical in the
Mapping model, we can simply use a unique setPWB

e = PW
e

of nWB
e = nW

e PIPs for both working and backup traffic over
virtual link e. The constraint and objective term related to
backup PIPs, which is weighted byµ2, are removed. We
propose MaR-O an exact solution based on Integer Linear
Programming (see [9]) and MaR-G an heuristic solution (the
next section), for solving this Mapping sub-problem. From
time to time, the Mapping should be refreshed for obtaining
new PIPs which are more appropriate with the actual network
residual capacity.

IV. H EURISTIC MAPPING SOLUTION

This section presents MaR-G, the heuristic for solving
the Mapping sub-problem. The main idea is as follows. For
selecting PIPs for each virtual linke, we do not consider all
possible intra-paths but only a subsetPCAN

e ⊂ Pe of nCAN
e

intra-path candidates. Due to Criterion 1,PCAN
e will be the set

of shortest intra-paths weighted by their residual capacities.
Alg. 1 presents pseudo-code of the Mapping for each

domain. For a domain, the list of virtual links of the domain
under study is browsed. For each virtual link, we try to find
several intra-paths that increase the most the number of disjoint
virtual link pairs. Amongst these intra-paths, we select the
one that is disjoint with the largest number of PIPs that have
been selected for the domain. The next virtual link will be
considered in the same way. Once all virtual links are visited,
another round is started again and again until each virtual link
receives the required number of PIPs.

Algorithm 1 Greedymaping(Nm)
for all e ∈ EVIRTUAL

m do
PCAN

e = set of nCAN shortest intra-paths weighted by
residual capacity.

end for
while ∃e ∈ EVIRTUAL

m so that|PWB
e | < nWB

e do
for all e ∈ EVIRTUAL

m do
if |PWB

e | < nWB
e then

{—-PWB
e is not full, select an intra-path fore—-}

for all q ∈ PCAN
e do

djq ← Number of backup virtual links that is
newly disjoint withe thanks toq

end for
Se ← Set ofn intra-paths that has the highestdjq

q ← The intra-path inSe that is disjoint with the
most working PIPs in

⋃

e1∈EVIRTUAL
m

PWB
e1

PWB
e = PWB

e ∪ {q}
PCAN

e = PCAN
e \ {q}

end if
end for

end while

V. ROUTING SUB-PROBLEM

The objective of the Routing sub-problem is: for a new
incoming request, find a working path and a set of backup
segments so that their total bandwidth cost is minimized. Let
d be the requested bandwidth. Before detailing the analytical
expression of the total bandwidth cost of the incoming request,
we introduce some further notations and define cost functions
of virtual edges. Since a virtual edge is in one-to-one corre-
spondence with an PIP, we use the two terms alternatively
depending on whether we are dealing with the mapped or the
detailed (intra-domain) level.

Let q (resp.q′) be an PIP/virtual edge that is considered
for a working segment (resp. backup segment) for the new
incoming request. Let us assume that each bandwidth unit on
a physical link has a unit cost and the bandwidth cost of a
segment is the sum of the bandwidth costs of its links.

Bq′ backup bandwidth reserved by backup segments go-
ing through the entire virtual edgeq′. Be aware that
Bq′ may differ from the total backup bandwidth
reserved on a physical link ofq′.

Bv
q′ sum of requested bandwidth for the connections of

which a backup segment goes throughq′ and the
corresponding working segment goes through node
v. Those backup segments cannot share bandwidth
amongst them because they will be activated simulta-
neously whenv fails. Their backup bandwidth is not
profitable for a backup segment of the new incoming
request if this segment goes throughq′ and protects
a working segment going throughv.

Bq
q′ sum of requested bandwidth for the connections of

which a backup segment goes throughq′ and the
corresponding working segment goes throughq.



αq total working bandwidth cost of the new incoming
request on virtual edgeq.

βq
q′ backup bandwidth cost of the new incoming request

on virtual edgeq′ for protecting virtual edgeq against
any single link or node failure. Note thatβq

q′ is the
additional bandwidth that the new incoming request
needs onq′ excluding the fraction of sharable backup
bandwidth it can benefit fromBq′ .

π working path of the new incoming request in the
mapped network. It is a path made of virtual edges.

πi working segment of the new incoming request in-
dexed byi in the mapped network. It is a path made
of virtual edges.

π′
i backup segment of the working segmentπi in the

mapped network. It is a path made of virtual edges.
I set of segment indexes of the new incoming request.
βπi

q′ backup bandwidth cost of the new incoming request
on virtual edgeq′ for protecting working segmentπi

against a single failure on any node or link.
‖q‖ length of PIP q in terms of the number of hops.
γq residual capacity of virtual edgeq.

Definition 3: The residual capacity of a virtual edge is the
maximum bandwidth that we can route along it.
The bandwidth we can route overq is limited by the smallest
residual capacity of the physical links ofq, which leads to:

γq = min
ℓ∈q

cres
ℓ . (6)

If in RaM, the costs are computed approximately in order to
preserve the scalability of the solution, in MaR all costs will
be computed exactly. Since working segments do not share any
bandwidth, each working segment uses exactly bandwidthd
on each of its physical links. The working cost of the new
incoming request on virtual edgeq amounts to:

αq =

{

‖q‖ × d if d ≤ γq

∞ otherwise.
(7)

We remark that a failure on a node affects all connections
going through the node. A failure on a link adjacent to the
node affects only a subset of these connections. Hence, the
bandwidth needed for protecting the node is sufficient for
protecting any link adjacent to it. We deduce:

Proposition 1: In order to protect a working segment
against failures on nodes and links, we only need to protect
nodes and then links will be automatically protected.

Theorem 1:The backup cost of the new incoming request
on virtual edgeq′ for protecting a virtual edgeq against any
single link or node failure is:

βq
q′ =



























‖q′‖ × (max
v∈q

Bv
q′ + d−Bq′) if δq

q′ = 1 and

0 ≤ max
v∈q

Bv
q′ + d−Bq′ ≤ γq′

0 if Bq′ −max
v∈q

Bv
q′ ≥ d

∞ otherwise.

(8)

Proof: Whenq, q′ are not disjoint, i.e.,δq
q′ = 0, they both

fail upon a single failure at a common link or node, therefore
βq

q′ = ∞. Otherwise, let us consider the backup bandwidth
needed by the new incoming request on a physical link ofq′

in order to protectq against a failure on nodev ∈ q. Within the
existing backup bandwidthBq′ on q′, Bv

q′ is non sharable for
covering a failure atv. The remaining bandwidthBq′−Bv

q′ is
sharable for every link ofq′. Thus, the additional bandwidth
that the new incoming request needs on each link ofq′ for
protectingv is: Bv

q′ + d − Bq′ . In the single failure context,
only one node can fail at a time. Hence, the additional backup
bandwidth needed on a physical link ofq′ for protectingq
against any single failure is:max

v∈q
(Bv

q′ + d − Bq′). Thus, the

amount of additional backup bandwidth needed on the whole
q′ is ‖q‖×max

v∈q
(Bv

q′ +d−Bq′) which corresponds to (8) with

the consideration of residual capacity.
From the backup costβq

q′ , we deduce the backup costβπi

q′

of virtual edgeq′ for protecting working segmentπi against
any single link or node failure:

βπi

q′ = max
q∈πi

βq
q′ (9)

With the defined working and backup costs, the Routing
sub-problem is defined formally as finding a working pathπ
and a set of backup segments{π′

i, i ∈ I} so that the total
bandwidth cost is minimized, i.e.,:

min
∑

q∈π

αq +
∑

π′

i
,i∈I

∑

q′∈π′

i

βπi

q′

It is equivalent to the single domain OSSP routing problem
where the single domain network is the mapped network and
links are virtual edges. Single domain OSSP routing solutions
as well as the inter-domain routing solutions GROS and
DYPOS proposed in [10] can be used to solve it. In the
experimental results presented in this paper, DYPOS is used
for the Routing step.

A. An exact and scalable solution for computing the backup
cost of a virtual edge

The computation of the backup costβq
q′ as expressed in (8)

requires the knowledge ofBv
q′ for each nodev and PIP q′.

It is an intra-domain information which changes dynamically
after each routing. Therefore, maintaining allBv

q′ up-to-date
is a non-scalable requirement.

We propose a more scalable method for computingβq
q′ with

the following main idea. In each domain, there exists some
critical nodes which belong to many PIP. The protection of
these nodes can be sufficient for protecting some other nodes
(see Th. 2 below). Therefore, the backup cost for protecting
an PIP can be deduced from the backup cost for protecting
certain critical nodes.

Definition 4: For a given domain, the Share Risk Group
(SRG) of a nodev, denoted by SRG(v), is the set of
virtual edges of the domain that share the same risk atv.
It corresponds to the set of PIPs going throughv.

SRGs have the following characteristic:
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Fig. 6. SRG(v1) = {q1, q2} ⊂ SRG(v2) = {q1, q2, q3} because all PIPs
going throughv1 are going throughv2.

Theorem 2:Let SRG(vi) and SRG(vj) be two SRGs so
that SRG(vi) ⊆ SRG(vj), then

Bvi

q′ ≤ B
vj

q′ . (10)

In other words, if all PIPs that go through one node (vi), go
also through another node (vj), the backup bandwidth reserved
on an PIP for protecting the first node (vi) does not exceed
the backup bandwidth reserved on the same PIP for protecting
the second node (vj), see Fig. 6.

Proof: Since SRG(vi) ⊆ SRG(vj) then:

SRG(vj) = SRG(vi)∪

(

SRG(vj) \ SRG(vi)

)

.

Thus:
∑

q∈SRG(vj)

Bq
q′ =

∑

q∈SRG(vi)

Bq
q′ +

∑

q∈SRG(vj)\SRG(vi)

Bq
q′ .

Consequently,
∑

q∈SRG(vj)

Bq
q′ ≥

∑

q∈SRG(vi)

Bq
q′ .

From the definition ofBv
q′ , we haveBv

q′ =
∑

q∈SRG(v)

Bq
q′ . Thus,

B
vj

q′ ≥ Bvi

q′ .
Definition 5: A SRG is maximal if it is not contained in

another SRG.
If two SRGs of two different nodes are identical and

maximal, one node will be chosen as the representative node
for the maximal SRG. If one of the two nodes is a border
node, it will be chosen. When both nodes are internal nodes,
we can choose any of them.

From Th. 2 we deduce the following proposition.
Proposition 2: Let q be a sub-path andvj be a node onq

such that SRG(vj) is maximal and denoted by SRGMAX (vj).
We have:

max
v∈q

Bv
q′ = max

vj :q∈SRGMAX (vj)
B

vj

q′ . (11)

Readers are referred to [9, ch. 7] for the detailed proof.
Prop. 2 provides a way to computemax

v∈q
Bv

q′ .

Let v1, v2 be two border nodes of PIP q and Nm be the
domain containingq. By separating thevj border node andvj

non-border node in (2), we obtain:

max
v∈q

Bv
q′ = max{Bv1

q′ , Bv2

q′ , max
vj∈Vm\V BORDER

m :
q∈SRGMAX (vj)

B
vj

q′ }. (12)

Thus, max
v∈q

Bv
q′ is identified fromBv1

q′ , Bv2

q′ of border nodes

andB
vj

q′ of non-border nodesvj ∈ Vm \ V BORDER
m whose SRG

are maximal (sinceq is direct intra-path, there is no other
border nodes to be considered). In substituting the right hand-
side of (12) in (8), we found that the backup costsβq

q′ can be
computed from the backup cost ofq′ for protecting some non-
border maximal SRG nodes and those for protecting border
nodes of the working PIP q. In comparison with (8), this new
computation is more scalable since it relates only some nodes
of the working PIP.

VI. SCALABILITY

Since the Mapping step is performed independently within
each domain, it does not encounter any scalability problem.
Let us discuss the scalability issue in the Routing process.Let
EVEDGE be the set of virtual edges in the mapped network. The
following parameters are required by the Routing process for
computing the working and backup costs associated with each
virtual edgeq ∈ EVEDGE by using (7), (8) and (12):

Cat.A : ‖q‖, Bq;
Cat.B : Bv

q for all v ∈ V BORDER;
Cat.C : All non-border SRGMAX in every domain as well

as their associated internal nodesv;
Cat.D : Bv

q for the internal nodesv associated to the non-
border SRGMAX of Cat.C;

Cat.E :γq.

Each border node should store, maintain up-to-date and ex-
change the above parameters, for eachq ∈ EVEDGE, with the
other border nodes by using a BGP like protocol. The values in
Cat.A and Cat.B are per virtual edge or border node. They can
be updated without impairing the scalability. In Cat.C, theset
of non-border SRGMAX depends uniquely on the Mapping step
and are therefore stable values. The experimental results in
Section VII will show that the number of non-border SRGMAX

is quite small leading to a small number ofBv
q in Cat.D.

While the residual capacity on every physical link that
participates inq is not smaller than the maximal requested
bandwidth, the residual capacityγq of virtual edge q is
sufficient for any new request and does not need to be updated.
Otherwise,γq needs to be recalculated exactly by using (6).

In summary, most of the information required in the routing
of MaR is per virtual edge and is managed at the mapped
level. The quantity of required internal domain information is
small. The scalability is thus preserved.

VII. E XPERIMENTAL RESULTS

MaR-O and MaR-G are compared with the optimal single
domain OSSP solution [6], denoted by Opt, and the multi-
domain OSSP solutions GROS and DYPOS [10]. We setµ1 =
max
ℓ∈Lm

cres
ℓ , µ3 = 1/(nW × |EVIRTUAL

m |)2, µ4 = 1 and µ2 = 0.

The number of needed PIPs per virtual link isnWB = 2. The
number of intra-path candidates for MaR-G is nCAN = 4. In
MaR-O, MaR-G, GROS and DYPOS, working (resp. backup)
segment length is limited by thresholdlW (resp.lB).



Domains (µ1) cost (−µ3) djip (−µ4) djvl obj

EON (1) -2,17 -33 0 2.52
RedIRIS (2) 0 0 0 0
GARR (3) 0 0 0 0
Renater (4) 25 0 0 26.48
SURFnet (5) 7,81 0 0 10.89

cost (%): relative gap on PIP cost.
djvl (%): relative gap on number of disjoint virtual links.
djip (%): relative gap on number of disjoint PIPs.
obj (%): relative gap on the overall objective function.

TABLE I

RELATIVE GAP OF MaR-G VS. MaR-O IN LARGE-5.

Domains 1 2 3 4 5 6 7 8 Total
LARGE-5

Nb. org. SRGs 12 16 13 16 22 - - - 79
Nb. adv. SRGs 3 1 1 0 1 - - - 6

LARGE-8
Nb. org. SRGs 16 16 21 18 18 20 15 17 141
Nb. adv. SRGs 1 4 8 3 8 10 4 6 44

TABLE II

NUMBER OF SRGS IN LARGE-5 AND LARGE-8 WITH MaR-G

Two multi-domain network topologies are mainly used for
the experiments: LARGE-5 and LARGE-8 [9]. They compose
respectively of 5 and 8 domains, each one has15− 29 nodes
and 23 − 53 links. LARGE-5 is built from 5 real optical
networks. LARGE-8 is generated using the Transit-Stub model
of the multi-domain network generator GT-ITM [12]. Each
domain has on average 4 neighboring domains in order to
reflect faithfully the Internet interconnections [8].

A. Mapping evaluation

The greedy Mapping MaR-G is compared with the optimal
Mapping MaR-O on LARGE-5 only due to high computa-
tional effort of MaR-O in LARGE-8. Table I gives the relative
gaps of MaR-G over MaR-O on each mapping criterion and
the overall mapping objective. The gaps remain small or null
in most of cases illustrating the efficiency of the proposed
greedy Mapping. Therefore, from now on, the experimental
results on large networks are shown only with MaR-G.

B. Scalability in using non-border maximal SRGs

The scalability is evaluated through the number of non-
border maximal SRGs needed to be advertised amongst do-
mains. The smaller this number is, the more scalable the
solution is. Tables II shows the significantly small number
of SRGs that needs to be advertised (denoted by adv.) in
LARGE-5 and LARGE-8 in comparison with the number of
original SRGs (denoted by org.). This confirms the scalability
efficiency in using only non-border maximal SRGs in backup
cost computation while maintaining the accuracy of the cost.

C. Routing evaluation

Let us first introduce the metrics for evaluating the routing.
The working (resp. backup) network cost is the total work-

ing (resp. backup) bandwidth used by all network links.
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TheBackup overheadis the ratio between the total working
and backup network costs and the smallest working network
cost less1. This amounts to the backup bandwidth redundancy
of a protection scheme.

The Overall blocking probabilityis the percentage of the
total rejected bandwidth out of the total requested bandwidth
of all connections.

1) Comparison with optimal single domain OSSP solution:
Due to the extremely high computational effort needed for
Opt, the schemes MaR-O, MaR-G, Opt, GROS, DYPOS and
NoShare, a dedicated protection scheme, are compared only
on SMALL-5, a small 5 domain network. The network is
composed of 28 nodes and is generated again by GT-ITM.
All requests remain active in the network.

Fig. 7 depicts the backup overheads in SMALL-5. Due to
the small size of the network, the backup segment length
constraint is removed. In most of cases, MaR-O, MaR-G out-
perform GROS, DYPOS and provides nearly identical backup
overheads to Opt, revealing their high performances in band-
width saving. The absence of the segment length constraint
in Opt explains partially why it is better than MaR-O,
MaR-G when the segment length threshold is very small.
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2) Backup overhead:The Routing with a single optimiza-
tion and the exact cost computing brings to MaR a better



bandwidth saving quality over RaM, which uses multiple
optimizations in routing and approximation in working and
backup cost computations.

We conducted experiments with an incremental traffic of
1000 requests where all requests remain active. Network links
are uncapacitated in order to avoid the blocking cases which
varies from one scheme to the other and thus make the analysis
more complex. The experiments are performed on LARGE-5
and LARGE-8 however due to the similar results, we show
only the results in LARGE-8, the other can be found in [9].

Fig. 8 depicts backup overheads. Obviously, MaR-G,
GROS and DYPOS give better backup overheads than
NoShare. As expected, MaR-G provides generally a smaller
backup overhead than GROS and DYPOS.

3) Blocking probability: The blocking probability is ex-
amined under dynamic traffic. Requests arrive according to
a Poisson process with rater = 1 and exponential holding
time with meanh = 320.

In general, MaR-G provides clearly smaller blocking prob-
ability than DYPOS, GROS and NoShare (Fig. 9). An insight
in GROS and DYPOS reveals that most of their blockings
are caused by bad guidances obtained from the inter-domain
routing due to the cost approximation and the impossibility
of mapping virtual links in the intra-domain step so that their
working and backup segments are disjoint. MaR-G overcomes
these weaknesses by using a unique routing based on precise
working and backup costs of virtual edges as well as their
disjointness indexes.

However, we observe from the results on both backup
overhead and blocking probability that when segment lengths
are highly limited, i.e.,lW = 3 or smalllB, MaR-G sometimes
looses its advantage. The reason is that it is more difficult
for MaR-G to build a solution satisfying segment length
constraints from the restricted number of PIPs,nWB = 2, than
GROS and DYPOS which have no restriction in PIPs.
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VIII. C ONCLUSION

The MaR approach, with the restriction of the number of
PIPs, benefits from an exact highly scalable routing, although

it sacrifices some small possible backup bandwidth sharing
and leaves, a priori, less choices for building working and
backup segments. Nevertheless, the Mapping with multiple
well defined criteria transforms this restriction into a mecha-
nism which directs the Routing to the best intra-paths in terms
of cost, disjointness and sharing possibility. In addition, the
routing of MaR with a single step improves the quality of
bandwidth optimization over the two step routing of RaM.

The experimental results also confirm that MaR outper-
forms RaM on bandwidth saving and blocking probability.
Furthermore, in bandwidth saving, MaR is close to the optimal
single domain solution while the latter is not scalable evenfor
a large single domain network.

MaR can also be applied for WDM multi-domain networks.
Since PIPs are fixed after the Mapping step, we can allocate
statically one wavelength for each PIP which becomes an
optical lightpath. Wavelengths may need to be changed only
at border nodes. Each network domain remains all optical
without wavelength conversion at internal nodes.
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