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Abstract— Within the context of dynamic routing models for It is known and has been already studied in [10], [11]

shared path protection in multi-domain networks, we propose a that, if we use dynamic routing but reorganize the existing
backup path re-optimization phase with possible rerouting of the paths in the network, working bandwidth could be freed

existing backup paths in order to increase the bandwidth sharing . ; : .
among them while minimizing the network backup cost. The re- and increased bandwidth sharing for the backup bandwidth

optimization phase is activated periodically or when routing a Can be obtained leading to a greater resource saving. The
new connection fails because of insufficient capacity. Three re- reorganization includes finding alternate paths for thetag

optimi_za_tion_ mo_dels are discussed: i) Globa! rerouting vy_here the working and backup paths and then rerouting some working
re-optimization is performed once for the entire network i) Local - 5nq hackup paths. Moving the traffic of a connection on a
rerouting where the re-optimization is serially performed on one . . . . .
domain at a time or on selected domains, and iii) Local rerouting new working path implies Serv!ce '“te”up“‘?”' and therefo
with least effort, i.e., where the smallest possible number of @ disorder for the user, that is to be avoided as much as
backup path reroutings is performed in order to be able to possible. However, backup paths are generally inactivé unt
handle new (.JOHI"IeCt?OI’I requests. The first model offers _the be_sta failure occurs. They can be replaced by new ones without
resource savings while the two others are more scalable in multi- any impact on service availability. Therefore, a reorgatiimn
domain networks. Comparative performance of the three models . .
are conducted and numerical results are presented. scheme in which only backup paths are reroutgd offer a gpod
mean to answer to the drawback of the possible bandwidth
|. INTRODUCTION waste involved in dynamic routing due to the uncertaintytabo
Shared Protection [1] has been widely studied in the literastimating and anticipating the future connection reguest
ture. It allows bandwidth sharing amongst backup paths-lead Few publications exist on rerouting algorithms in the cahte
ing to some bandwidth savings while continuing to guarante¢ dynamic routing. A reference to it can be found in [11], but
100% failure recovery. Within the single-failure contek®0% no detailed algorithm is provided. We propose thus solstion
failure recovery condition is expressed with the conditioat for rerouting backup paths with objective to seize the backu
the working paths of the backup paths that share bandwidthpacity. The solutions differ from the backup path reroute
must be disjoint. Routing for shared protection aims toidfign solutions, see, e.g., [12], which aim to improve the service
the working and backup paths that minimize the total bandvailability at dual failures.
width consumption. We consider the problem for the networks A multi-domain network (see Fig.1) is composed of multiple
with bandwidth guaranteed connections such as MPLS, ATsihgle-domain networks interconnected amongst them ley-int
or Optical network. The later should be equipped with Multidomain links going from border nodes of some domains to
service Provisioning Platforms (MSPP) [2] with bandwidtlborder nodes of another. Multi-domain networks are charac-
grooming and wavelength conversion capacity at every nodetized by thescalability constraint, defined in [13], that no
The wavelength assignment problem and wavelength corglebal information is available centrally and limited rimg
nuity constraint are thus relaxed. Existing solutionsdwll information is exchanged in small scope [14]. In a previous
two paradigms: static routing (off-line) and dynamic rogti paper [13], we have proposed two dynamic routing models,
(on-line). In static routing, the network traffic, i.e. rexpis called WPF (Working Path First) and JDP (Joint Directive
for connections, are assumed to be stable and are givenPash), for Shared Path Protection for multi-domain network
input to the routing model. The working and backup capagitién these models, a request is routed a time with the objeofive
are then optimized for every network links, see, e.g., in-[3Jminimizing its total requested working and backup bandkidt
[6]. Conversely, dynamic routing is proposed for dynanjcal Although the models satisfy the scalability issue, it stsfe
changed traffic and requests for connections are routed drem some drawbacks regarding unnecessary bandwidth waste
at a time without taking into account any information on théor the backup paths. In this paper, we propose a rerouting
future requests, see, e.g., [7]-[9]. As the time goes, tke tomodel to enhance WPF and JDP. An additional phase will
allocated bandwidth will be larger (less optimized) thanfas be trigger after WPF and JDP which reroutes existing backup
routing policy with a global view on the arriving connectfon paths in order to re-optimize the network backup capacity.
or at least a forecast about them had been applied. It is called alternatively re-optimization or rerouting gse;
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the working pathp; so that it will not fail whenp, fails
upon a single failure. The fewer backup paths are rerouted,
the more scalable and practical the solution is, but may be
the less bandwidth saving will be obtained. When all backup
paths are allowed to be rerout®&f = K, the best bandwidth
saving will be attained.

internal link

Inter-domain link

IIl. M ATHEMATICAL MODELS
A. Notations

Let us represent the multi-domain network by a directed
graphG = (E,V) whereV is the set of nodes anf is the
set of fiber links. The reversed fiber link of the lirke E
is denoted bye € E. Each network link joins two nodes and
is assumed to be bi-directional with two fibers, each cagyin
the traffic in one direction. The two fibers are assumed to be
fold together in the same conduct so they share the same risk
upon a single failure. Each fiber is represented by an arc and
a network link is represented by a pdi, e) of fiber links.
We denote byc, the bandwidth capacity that is available on
the fiber linke.

Arc e € E is associated with binary parametéts ands5,
Sich that:

Fig. 1. lllustration of a Multi-domain network

it requires extra computation effort and network inforroati
exchange while tearing down old paths and setting up n

paths. For reducing this effort and information exchanbe, t 1 ifee

ting phase should not be activated regularly but oft oo = PP eeBkek, (1)
rerouting phase should not be activated regularly but oftee a e 0 otherwise
a given period of time.

In the next Section, we present the backup path reroutinig-pro 5B _ { if e €p) ccBkek\ »B @

lem. We propose in Section IlI-B th&lobal reroute model, in ck 0 otherwise
which the end-to-end backup paths in the network are retloute

at once. Due to the global information requirements, theehod FOr @ given nodev € V, we denote byl (v) its set of
is only suitable for single domain network. We next proposeutgoing edges, and by~ (v) its set of incoming edges.

a Local Reroute model to be used for multi-domain networkB Global reroute

in Section IlI-C. There, each domain subsequently reroutes

the segments of backup paths within it. In Section 11I-D, the 1) Variables: We introduce two sets of variables. The first
Least Local Reroute mode| Where |n each doma|n on'y éet BP,B S E deﬁnes for eaCth, the bandW|dth required
minimal number of backup segments will be rerouted. THEr backup paths going through a given are E. We next
integration of WPF and JDP with these rerouting models wilefine variableg/¢ that are decision variables such that:

be compared with original WPF and JDP without rerouting.

Numerical results are described in Section IV. The trad®bff 1 if e belongs to the backup path &f

k

reroute phase in terms of computational effort and infoiomat Ye = after the rerouting phase
exchanges is also discussed. Conclusions are drawn inghe la 0 otherwise.
section.

2) Objective function: In the Global reroute model, the
objective is to minimize the bandwidth required for all bapk
paths. The bandwidth required for working paths remain

Let us consider a multi-domain network with a s&t unchanged as no alternative path is sought for them. The
connection requests that are already routed in the netwoskjective can then be written:

i.e., a working and a backup path (denotedphyandyp;) has

been already defined for them. Requesisks for a connection min Z B.. (3)
from sourcesy, to destinationi;, for bandwidthb,. The backup eclE

path rerouting problem is stated as follows. I[Rf C K is 3) Constraints:

the index set of the requests whose backup paths might be

Il. THE BACKUP PATH REROUTING PROBLEM

rerouted. While all working paths should remain unchanged, 1 if v=s4
we look for the set of alternative paths of the current backup Z Yk — Z =< 0 if v s, de
paths whose indexes are R”, that minimizes the overall .., eel— (v) 1 ifo=d,

bandwidth required for the backup paths. If changed, the 5
backup path of the requebte RZ must remain disjoint from veVikeR” (4
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Variable domains: Constraints (11)-(14) are similar to constraints (4)-(7) o
k B the Global reroute model except that they are applied only to
1 E .
ve €{0,1} cebkeR (8) the backup segments in domaih The whole reroute process
B >0 ec k. (9 over multi-domain network follows the pseudo-code:
Constraints (4) are the flow conservation ones for the rerbut ForalDin G RRLocal(D)

backup paths. Constraint (5) ensures that the backup band- ) _ _
width B., on ¢ will never be smaller than the bandwidth!heLocal reroute model requires smaller scope of information
needed to protect every working path against a single faiuar than Global reroute model. Except for the constraint (12) _that
the fiber pipe containing the pde, ¢) of fiber links. This latter réquires each border node bfto keep the routes of working
backup bandwidth is indeed the bandwidth of the workingaths protected by an arc &f, other constraints are built with
paths OoVek or e that are protected by the backup paths go| e |nf0rmat|0n W|th|n the don:]a”j). The Sollutlon IS mUCh '
throughe’. Constraint (6) assures that andp] are always More scalable and the resulting mathematical model, being
link disjoint. Constraint (7) guarantees that the bandwisted Smaller, is much easier to solve.

by both working and backup paths over a link will not exceeg. | east Local Reroute Model

the link capacity. .If .there is a loop ip, the loop will be TheLeast Local Reroute model (LeastRRLocal) is a further

remov eda posterl'on. . . . development of theLocal Reroute model with R? = K.
Th|s mod_el provides optimal rerout_mg but IS not scqlabre f93\” backup paths are allowed to be rerouted with a rerouting

_mult|-doma|r1 n_etworks due to_global information req‘?”me preference level. The rerouting preference level of thkbjac

in model building. For gathering the data of constraints &) athpy, is defined bywy, € [0, 1]. The smallerw, is, the less

central node needs to keep the routes of all the working pag’%ference is given to the réroutimg. The model I(’)oks for a

in the network. It also needs_ the compl_ete knowInge C.)f t routing configuration with minimal backup capacity foeth
network topology and bandwidth allocation on the fiber Ilnksprimary objective and the least weighted number of rerouted
C. Local reroute backup paths for the secondary objective.

In order to overcome the drawback of tkgtobal reroute 1) Variables: A decision variable, is associated with each

model, we next propose theocal reroute one. Instead of eduestk indicating if pj, will be rerouted ;. = 1) or remain
rerouting the end-to-end backup paths as inGhabal reroute  Unchanged inside the domain (ry = 0). ,

model, each domain reroutes locally their inner backup seg-2) Obiective function: A second term counting the
ments in order to minimize its backup capacity. For each sef§éighted number of rerouted backup segments is added to
ment, the ingress and egress border nodes remain uncharﬁﬁipbjemve function with coefficient/, sufficiently large as
The alternate backup paths still go through the same bord ymake the second term smaller than 1. Since the first term

nodes and inter-domain links. The model that computes tlseinteger, the second term selects the solution with thst lea
alternate backup segments for domdin = {EP,VP} is weighted number of reroutings when breaking ties is needed.

called RRLocalD). Let s?,t? be respectively the ingress and L 1

the egress border nodes gf in the domainD. The model Minimize (ZE:D Be+ M,y ];wm (15)

is however similar to the&lobal reroute model in respect to . ) '

parameter initializations and variable domains. 3) Constraints: Let M, be a large constant.
1) Objective function: We minimize the backup bandwidth

consumed by domaii:

1, ifv:sg

— Z Yy My(1—ry) > 0, if v#sP dP
Minimize > B, (10) c€Tt(v)  e€l(v) 1, ifv=d?

ec EP D
. eV ke K. (16
2) Constraints: v (16)
1 if o=4sP 1, ifv=sP
Do D wE=q 0 fuEsRdp S Y WMn) <0, if v dD
eel'+(v) eel'— (v) -1 ifo= dg eel* (v) e€l = (v) -1, ifv= dE

veVP keRE (11) veVP ke K. (17)



1, if eep]
k ) k D
+ Mary, > . €cE° ke K (18
Ve 2Tk = {07 otherwise  © (18)
1, if e€p]
k ) k D
— Mary, < €cE° ke K (19
Ve 2 = {07 otherwise  © (19)
S0 + 0% + b +yk <1, ecE° ke K (20
Y be(6 + 6% )yk < Be, ec B¢ ¢ P (21)
keK
> bl + Be < c, e EP. (22)
keK

) ) Fig. 2. Experimental multidomain network.
Variable domains:

e € {0, 1}, ke K (23 No experiment was conducted with t&obal reroute model
y* € {0,1}, ec B keK (24) due to its high computational effort and its lack of scaigpil
B, >0, ec E. (25) for multi-domain networks. Experiment on RRLocal will not

be shown neither because wh&P = K, the results are
If a pathpj, is rerouted, the flow conservation constraintgimilar to those of LeastRRLocal whereas in the later the
(11) must be enforced, otherwise the parameter initiatinat minimum number of backup paths are modified. The experi-
(2) must hold. Since the set of backup paths to be reroutgfent with R” +# K is left for the future due to the limited
is still unidentified, the flow conservation constraints angpace for this paper. The multi-domain network instance is
parameter initializations are built in such a way that onlyomposed of 5 real optical single domain networks: EONnet
one of them is applied for a given backup path. Inequaljii5], RedIRIS [16], GARR [17], Renater3 [18], SURFnet
ties (17) and (16) are flow conservation constraints for tijeo] with link capacities varying from OC-3 to OC-192 (see
rerouted backup paths while (18) and (19) initialiZ§, Fig.2). Some inter-domain links of OC-192 have been added.
for the unchanged backup paths. Constafit enables only For each experiment, a sequence of 1000 requests are sent.
one of the two groups and makes the other one redurhese requests are between randomly selected border nodes
dant. Indeed,M> is sufficiently large if it is greater than with requested bandwidth uniformly distributed in QC;
the highest incoming and outgoing degrees of a node, thgise, 9, 12. Requests arrive according to Poisson process
Mo > max{max  3_ yif,n;ax Z; y&}. The remaining with the rate A = 0.25 (requests/s). The request holding
constraints are ;i%ilé?)to thoseece)fF tlggcal reroute model, M€ 1S exponennally distributed with medn= 320(s). The
Whenw, = 1,k € K, the same backup capacity as ir%experlment result.wnl be sh(_)wn after the 3®0equgst when
he network load is stable with an average of 80 simultaneous

the Local reroute model is obtained but only the minimumactive connections. This load is sufficient to produce hilogk
number of backup segments is rerouted in order to minimize ' P
the requested backup bandwidth. Less backup segments rTllrl].It € netwprk. .

PLEX is used to solve the two rerouting models and

be torn down and reserved and less information need to ke . . . . )
! ) : . . Opnet Modeler is used for implementing WPF and simulating
exchanged in domains. For further reducing the mformatlc%n

; . L e network environment. It takes less than 20 seconds for a
exchanges, the rerouting should be activated periodiedir : .
; . . . . rerouting by LeastRRLocal on a Pentium IV-3Ghz. (It takes
a time period, or when we reach a blocking with the routin

using WPF or JDP (RRLocal-Block). In the latter case, W@owever about 6 d"?‘ys to solve tmqbal reroute mode).
For later convenience, we consider the whole process of

reroute only in the blocked domain expecting that Sc’mr%routing as a single one in RRLocal-Block or LeastRRLocal.

bandwidth could be released, then retry WPF or JDP agalrh includes multiple simultaneous backup segment rergstin

1V. EXPERIMENT RESULTS within one or different domains.

The proposed rerouting will be evaluated on their backup Backup bandwidth saving

bandwidth saving, blocking probability reducing and sbida  The ability of saving backup bandwidth in RRLocal and
ity. The experiment is performed on WPF (because JDP itseastRRLocal will be highlighted by comparing the backup
provides similar result as WPF) with the following schemesgapacity (backup cost) obtained in using these schemes with
« Without reroute: WPF-noRR. that of WPF-noRR. Here, link capacities are uncapacitated fo
« With Least Local reroute, whenw;, = 1,k € K, after getting rid of the influence of the blocking cases. Fig.3 show
50 or 100 requests, i.e. WPF-LeastRRLocal-50, WPBackup costs of WPF-LeastRRLocal-50, WPF-LeastRRLocal-
LeastRRLocal-100. 100 and WPF-noRR. The backup cost of the first two schemes
o With Least Local reroute uniquely in blocked domain reduces at each rerouting illustrating the released battdwi
upon blocking: WPF-RRLocal-Block. thanks to backup path reroutings. We define the relativeuyack
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. he fraction b | d bandwidth and ing probabilities before and after rerouting. Although WPF-
cost gain as the fraction between released bandwidth an It_% stRRLocal seizes backup bandwidth regularly, blocking

nerork backup capacny before rerouting. Fig-4 depicts trPnay still occur at a later stage after a rerouting becausewf n
gains of each rerouting scheme: for WPF-LeastRRLocaI-lOOI%1

: ..~ optimized bandwidth allocation for the subsequent reglest
is an average of 11.5% and for WPF-LeastRRLocal-50 it is g *

. o ich are not re-organized until the next rerouting. Thath
average saving of 9.8%. Less backup bandwidth is release ﬁF—LeastRRLocgl—SO and WPF-LeastRRLocgl—loo gve a
WPF-LeastRRLocal-50 at each rerouting because the backy er blocking probability than RRLocal-Block
paths has been re-organized not so long before. Howeve Conforming with the expectation in the previous experi-
WPF-LeastRRLocal-50 frees more frequently backup band-

- - 0, -
width than WPF-LeastRRLocal-100, after each 50 requegse nt, WPF-LeastRRLocal-50 blocks 0.5% less than WPF

: tRRLocal-100 bec it re-organizes more fr ntl
against 100 requests; and thus leaves more room for Eing ocal-100 because e-org s more frequenty

e : . .
L : . . ackup capacity thus leaving more free capacity for the new
requests arriving between two reroutings resulting in less P capacily 9 pactty

. . . . coming requests.
blocking as we will see in the next section. greq

B. Blocking probability C. Scalability evaluation

For evaluating the impact of rerouting on blocking proba- The scalability of LeastRRLocal and RRLocal-Block over
bility, capacities are set back on fiber links. Fig.5, sholes t noRR will be first of all evaluated based on the scope of
blocking probabilities of WPF in different rerouting schesne the exchange of the information they require. Let us begin
WPF-RRLocal-Block is the best scheme in terms of blockingith the computation of rerouted paths. As discussed at the
probability. It reduces the blocking of WPF-noRR about 3%end of Section IlI-C, for a domairD, RRLocal, therefore
note that the original blocking is between 8%-10%. WPH-eastRRLocal and RRLocal-Block, requires that border sode
LeastRRLocal-50 and WPF-LeastRRLocal-100 follow up witbf D keeps the routes of all working paths protected by a link
more modest results. This is explained by the blocking drivef D. This requirement could be easily satisfied by benefiting
nature of RRLocal-Block. In RRLocal-Block, when a requedtom the backup path reservation process of WPF, which
is blocked, a local rerouting is activated at the domain wheforwards the route of a working path along its backup path (se
the blocking occurs, after that the blocked request is tbutfl3] for details). Therefore, WPF-LeastRRLocal and WPF-
again. The rerouting has thus an immediate deblocking irRRLocal-Block do not require any extra information exchang
pact. It is easy to see in Fig.6 the deblocking capacity @f comparison with WPF-noRR, although a larger information
WPF-RRLocal-Block through the distance between two blocktorage is required.



TABLE |

INFORMATION EXCHANGE SCOPES

l

[[ LeastRRLoca] RRLocal-Block |

Extra

information
over WPF in path computation

exchange| no

no

Signaling scope

All domains

Blocked domain

TABLE I

NUMBER OF REROUTED BACKUP SEGMENTS

Domain LeastRRLocaKf} | RRLocal-Block
(seg./rerouting) f=50 [ =100

EON 1075 14.2 -
RedIRIS 13.45 16.5 -
GARR 4.65 5.6 -
Renater3 9.6 8.3 -
SUFnet 5.15 5.8 -
All domains 43.6 50.4 8.92
All domains, reroutings

(seg.) 872 504 375

V. CONCLUSION

This paper presents different backup path rerouting schkeme
for multi-domain networks. The experiment results demon-
strate that these rerouting schemes led to an economy of up
to 11.5 % backup capacity and the dropping off of until 3%
blocking in comparison to the original blocking of 8%-10%.

A regular (time-driven) rerouting helps to regularly free
some capacity and thus reduce the blocking probability. How
ever, it implies extra computational effort and informatio
exchange in rerouted path computation and signaling. The
choice of the rerouting frequency is a compromise between th
scalability and the blocking probability. In comparisonttwi
LeastRRLocal in different rerouting frequencies, RRLecal
Block (that is blocking-driven) provides smaller blocking
probability, requires less information exchanges and ¢ess-
putational effort. We suggest thus RRLocal-Block as an effi-
cient and scalable solution for multi-domain networks.
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