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Chapter 1.

1. Brief history of Internet and World Wide Web

1.1 History of Internet

The Internet was the result of some visionary timgkby people in the early
1960s who saw great potential value in allowing patars to share information
on research and development in scientific and anyifields.

J.C.R. Licklider of MIT, first proposed a globaltmerk of computers in 1962,
and moved over to the Defense Advanced Resear¢bacBr@d\gency (DARPA) in
late 1962 to head the work to develop it.

Leonard Kleinrock of MIT and later UCLA developeldettheory of packet
switching, which was to form the basis of Intero@hnections.

Lawrence Roberts of MIT connected a Massachusaitapater with a
California computer in 1965 over dial-up telephdines. It showed the feasibility
of wide area networking, but also showed that thkphone line's circuit
switching was inadequate. Kleinrock's packet switghtheory was confirmed.
Roberts moved over to DARPA in 1966 and developsdolan for ARPANET.
These visionaries and many more left unnamed hergéha real founders of the
Internet.

1.1.1. Packet switching

At the tip of the inter-networking problem lay tlssue of connecting separate
physical networks to form one logical network, wittuch wasted capacity inside
the assorted separate networks.

During the 1960s, Donald Davies (NPL), Paul BarBRAND Corporation),
and Leonard Kleinrock (MIT) developed and impleneehpacket switching. Early
networks used for the command and control of nucfeeces were message
switched, not packet-switched, although curreratsgiic military networks are,
indeed, packet-switching and connectionless. Baragsearch had approached
packet switching from studies of decentralisatian @void combat damage
compromising the entire network

1.1.2. Networks that led to the Internet
ARPANET

Promoted to the head of the information processiifige at DARPA, Robert
Taylor intended to realize Licklider's ideas of amerconnected networking
system. Bringing in Larry Roberts from MIT, he iated a project to build such a
network.

The first ARPANET link was established between theversity of California,
Los Angeles and the Stanford Research Institut2280 hours on October 29,
1969.

By December 5, 1969, a 4-node network was connebiedadding the
University of Utah and the University of Californi@anta Barbara




A complete network with 4 nodes, 56kbps

THE ARPA NETWORK
SRI: Stanford Research Institute

UCLA: University California Los Angeles DEC (949
UCSB:University of California, Santa Barbara

UTAH:University of Utah i poses
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A complete network with 4 nodes, 56kbps

Building on ideas developed in ALOHAnNet, the ARPANBrew rapidly. By
1981, the number of hosts had grown to 213, withea host being added
approximately every twenty days.

ARPANET became the technical core of what wouldobee the Internet, and
a primary tool in developing the technologies used.

X.25 and public access
Following on from ARPA's research, packet switchmegwork standards were
developed by the International Telecommunicationodn(ITU) in the form of
X.25 and related standards. In 1974, X.25 formes hhasis for the SERCnet
network between British academic and research, siteish later became JANET.
The initial ITU Standard on X.25 was approved inrbha1976. This standard
was based on the concept of virtual circuits.

The first dial-in public networks used asynchron®ld¥ terminal protocols to
reach a concentrator operated by the public netw®okne public networks, such
as CompuServe used X.25 to multiplex the termimals®ns into their packet-
switched backbones, while others, such as Tymset] proprietary protocols.

In 1979, CompuServe became the first service tero#lectronic mail
capabilities and technical support to personal agempusers. The company broke
new ground again in 1980 as the first to offer-teak chat with its CB Simulator.
There were also the America Online (AOL) and Prgdiigl in networks and
many bulletin board system (BBS) networks such a&doNet. FidoNet in




particular was popular amongst hobbyist computergjsmany of them hackers
and amateur radio operators.

UUCP (the Unix to Unix Copy Protocol)

UUCP was invented in 1978 at Bell Labs. Usenet staged in 1979 based on
UUCP. Newsgroups, which are discussion groups fogusn a topic, followed,
providing a means of exchanging information thraughthe world .

UUCP networks spread quickly due to the lower costslved, ability to use
existing leased lines, X.25 links or even ARPANENnEections, and the lack of
strict use policies (commercial organizations whaghth provide bug fixes)
compared to later networks like CSnet and Bitndtcénnects were local.

1.1.3 TCP/IP
Ex:HTTP f]iader Application. Application
¢
TCP headiE TCP TCP ‘ ‘
IP header P P T EE |
Ethernet Frame Network Interfa e Nftwork Interface
N [ i  hEE
_ Physical Physical
Signal M
Sender
TCP/IP model

For the first connections between the computens, Network Working Group
developed the Network Control Protocol.

The Internet matured in the 70's as a result of T@®/IP architecture first
proposed by Bob Kahn at BBN and further developgdahn and Vint Cerf at
Stanford and others throughout the 70's.

DARPA sponsored or encouraged the development &/[Rdmplementations
for many operating systems and then scheduled eatiug of all hosts on all of
its packet networks to TCP/IP. On January 1, 19€3/IP protocols became the
only approved protocol on the ARPANET, replacing darlier NCP protocol.
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1.1.4. ARPANET to Several Federal Wide Area Network MILNET,
NSI, and NSFNet

After the ARPANET had been up and running for salvgears, ARPA looked
for another agency to hand off the network to; ARPArimary mission was
funding cutting edge research and development,runting a communications
utility.

In 1983, the U.S. military portion of the ARPANETaw broken off as a
separate network, the MILNET. MILNET subsequentgcéme the unclassified
but military-only NIPRNET, in parallel with the SIRET-level SIPRNET and




JWICS for TOP SECRET and above. NIPRNET does havreralled security
gateways to the public Internet.

The networks based around the ARPANET were govenhmignded and
therefore restricted to noncommercial uses suaksesarch; unrelated commercial
use was strictly forbidden. This initially restect connections to military sites and
universities. During the 1980s, the connectionsaeded to more educational
institutions, and even to a growing number of conmigsm such as Digital
Equipment Corporation and Hewlett-Packard, whichewgarticipating in research
projects or providing services to those who were.
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In the mid 1980s, all three of the National Aerdizaiand Space Agency
(NASA), the National Science Foundation (NSF), #mel Department of Energy
(DOE) branches developed the first Wide Area Nekwadrased on TCP/IP. NASA
developed the NASA Science Network, NSF developS8NET and DOE evolved
the Energy Sciences Network or ESNet.

In 1984 NSF developed CSNET exclusively based orP/MTC CSNET
connected with ARPANET using TCP/IP, and ran TCRA@r X.25, but it also
supported departments without sophisticated netwadnnections, using




automated dial-up mail exchange. This grew into tH8FNet backbone,
established in 1986, and intended to connect aodige access to a number of
supercomputing centers established by the NSF.

1.1.5. Transition towards the Internet

The term "internet" was adopted in the first RFCblmined on the TCP
protocol (RFC 675: Internet Transmission Contrabgpam, December 1974) as
an abbreviation of the ternmternetworking and the two terms were used
interchangeably. In general, amernet was any network using TCP/IP. It was
around the time when ARPANET was interlinked witBfNet in the late 1980s,
that the term was used as the name of the netviioidenet,. being a large and
global TCP/IP network.

The term "internet protocol" had also been usecdefer to other networking
systems such as Xerox Network Services.

Many sites unable to link directly to the Interrstairted to create simple
gateways to allow transfer of e-mail, at that tithe most important application.
Sites which only had intermittent connections usk#CP or FidoNet and relied
on the gateways between these networks and thenémt&Some gateway services
went beyond simple e-mail peering, such as allowaegess to FTP sites via
UUCP or e-mail.

Finally, the Internet's remaining centralized rogtaspects were removed. The
EGP routing protocol was replaced by a new prototoé Border Gateway
Protocol (BGP), in order to allow the removal oé tNSFNet Internet backbone
network. In 1994, Classless Inter-Domain Routings watroduced to support
better conservation of address space which allowssd of route aggregation to
decrease the size of routing tables.

1.1.6. TCP becomes worldwide

Between 1984 and 1988 CERN began installation gedadion of TCP/IP to
interconnect its major internal computer systemsgrkatations, PCs and an
accelerator control system. CERN continued to dpeaalimited self-developed
system CERNET internally and several incompatibigpi¢ally proprietary)
network protocols externally. There was consideraesistance in Europe towards
more widespread use of TCP/IP and the CERN TCHRtHriets remained isolated
from the Internet until 1989.

In 1988 Daniel Karrenberg, from CWI in Amsterdamsited Ben Segal,
CERN's TCP/IP Coordinator, looking for advice abdhe transition of the
European side of the UUCP Usenet network (muchto€hvran over X.25 links)
over to TCP/IP. In 1987, Ben Segal had met with Besack from the then still




small company Cisco about purchasing some TCPAUEers for CERN, and was
able to give Karrenberg advice and forward him @rCtsco for the appropriate
hardware. This expanded the European portion ofrttegnet across the existing
UUCP networks, and in 1989 CERN opened its firsemal TCP/IP connections.
This coincided with the creation of Réseaux IP paenms (RIPE), initially a group
of IP network administrators who met regularly #rrg out co-ordination work
together. Later, in 1992, RIPE was formally registe as a cooperative in
Amsterdam.

At the same time as the rise of internetworkindgurope, ad hoc networking
to ARPA and in-between Australian universities fedn based on various
technologies such as X.25 and UUCPNet. These warted in their connection
to the global networks, due to the cost of makimgjvidual international UUCP
dial-up or X.25 connections. In 1989, Australianivensities joined the push
towards using IP protocols to unify their netwokimfrastructures. AARNet was
formed in 1989 by the Australian Vice-Chancelld@&mmittee and provided a
dedicated IP based network for Australia.

The Internet began to penetrate Asia in the la&49Japan, which had built
the UUCP-based network JUNET in 1984, connectddSBNet in 1989. It hosted
the annual meeting of the Internet Society, INET'% Kobe. Singapore
developed TECHNET in 1990, and Thailand gainedadajl Internet connection
between Chulalongkorn University and UUNET in 1992

1.2. History of World Wide Web

The World Wide Web ("WWW" or simply the "Web") isghobal information
medium which users can read and write via computensmiected to the Internet.
The term is often mistakenly used as a synonynthiinternet itself, but the Web
is a service that operates over the Internet, amie-does. The history of the
Internet dates back significantly further than thiathe World Wide Web.

1.2.1- 1980-1991: Development of the World Wide Web

In 1984 Berners-Lee considered its problems of rmfdion presentation:
physicists from around the world needed to shata, dath no common machines
and no common presentation software. He wrote pgsa in March 1989 for "a
large hypertext database with typed links", bigeiherated little interest.

By Christmas 1990, Berners-Lee had built all tr@smecessary for a working
Web: the HyperText Transfer Protocol (HTTP) 0.9¢ tRlyperText Markup
Language (HTML), the first Web browser (named WwafldeWeb, which was




also a Web editor), the first HTTP server softw@ater known as CERN httpd),
the first web server and the first Web pages tkatdbed the project itself.

On August 6, 1991, Berners-Lee posted a short suynofathe World Wide
Web project on the alt.hypertext newsgroup. Thie ddso marked the debut of
the Web as a publicly available service on therhae

1.2.2- 1992-1995: Growth of the WWW

There was still no graphical browser available émmputers besides the
NeXT. This gap was filled in April 1992 with thelease of Erwise, an application
developed at Helsinki University of Technology, amdMay by ViolaWWW,
created by Pei-Yuan Wei, which included advancedufes such as embedded
graphics, scripting, and animation. Both prograars on the X Window System
for Unix.

Early Browser

The turning point for the World Wide Web was th&aduction of the Mosaic
web browser in 1993, a graphical browser develdped team at the National
Center for Supercomputing Applications (NCSA) at thniversity of lllinois at
Urbana-Champaign (UIUC), led by Marc Andreessen.

The origins of Mosaic had begun in 1992. In Noveni#92, the NCSA at the
University of lllinois (UIUC) established a websitdn December 1992,
Andreessen and Eric Bina, students attending Uld& working at the NCSA,
began work on Mosaic. They released an X Windowvbew in February 1993. It
gained popularity due to its strong support of gnéded multimedia, and the
authors’ rapid response to user bug reports arahreendations for new features.

The first Microsoft Windows browser was Cello, weit by Thomas R. Bruce
for the Legal Information Institute at Cornell La®chool to provide legal
information, since more lawyers had access to Warsdthan to Unix. Cello was
released in June 1993.

After graduation from UIUC, Andreessen and Jame€ldrk, former CEO of
Silicon Graphics, met and formed Mosaic Communiceti Corporation to
develop the Mosaic browser commercially. The compamanged its name to
Netscape in April 1994, and the browser was dewslofurther as Netscape
Navigator.

Web organization

In May 1994 the first International WWW Conferenceganized by Robert
Cailliau, was held at CERN; the conference has Wedd every year since. In




April 1993 CERN had agreed that anyone could useWeb protocol and code
royalty-free; this was in part a reaction to thertydation caused by the
University of Minnesota announcing that it wouldgbmecharging license fees for
its implementation of the Gopher protocol.

In September 1994, Berners-Lee founded the WorldeWheb Consortium
(W3C) at the Massachusetts Institute of Technolegth support from the
Defense Advanced Research Projects Agency (DARPAY the European
Commission. It comprised various companies thaeweélling to create standards
and recommendations to improve the quality of theb\WBerners-Lee made the
Web available freely, with no patent and no rogaltdue. The World Wide Web
Consortium decided that their standards must bedbas royalty-free technology,
so they can be easily adopted by anyone.

By the end of 1994, while the total number of wedssiwas still minute
compared to present standards, quite a numbertableowebsites were already
active, many of whom are the precursors or inspiexamples of today's most
popular services.

1.2.3- 1996-1998: Commercialization of the WWW

By 1996 it became obvious to most publicly tradednpanies that a public
Web presence was no longer optional. Though at fiepple saw mainly the
possibilities of free publishing and instant worldes information, increasing
familiarity with two-way communication over the "\Weled to the possibility of
direct Web-based commerce (e-commerce) and ins@ois group
communications worldwide. More dotcoms, displayipgducts on hypertext
webpages, were added into the Web.

1.2.4- 1999-2001: "Dot-com" boom and bust

The low interest rates in 1998-99 helped increlasestart-up capital amounts.
Although a number of these new entrepreneurs halistie plans and
administrative ability, most of them lacked thedaracteristics but were able to
sell their ideas to investors because of the ngwdlthe dot-com concept.

In 2001 the bubble burst, and many dot-com stanvgrg out of business after
burning through their venture capital and failiogoecome profitable.

1.2.5- 2002-Present: The Web becomes ubiquitous
A handful of companies found success developingnless models that helped

make the World Wide Web a more compelling expererihese include airline
booking sites, Google's search engine and its tplidé approach to simplified,




keyword-based advertising, as well as Ebay's gwoutself auction site and
Amazon.com's big selection of books.

This new era also begot social networking websgash as MySpace, Xanga,
Friendster, and Facebook, which, though unpopuldirst, very rapidly gained
acceptance in becoming a major part of youth celtur

1.3 Statistics on the number of internet user inldvover the years

The amount of internet users in the world will keieprease every years.
Statistic datas have shown significant growth lewel June 2008 is predicted
1,463 million people use internet and this numbdl rgach 1,650 millions in
2010.

Internet Users in the World
Growth 1995 - 2010
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Apparently the increasing users number is infludnog significant growth at
Middle East and Africa during 2000-2008. But Adtayrope and North America
are still being the top three dominate more the# 18ers of the world.
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1.4 Definition of WWW

The World Wide Web (commonly abbreviated as "thebWes a system of
interlinked hypertext documents accessed via therdet. With a Web browser,
one can view Web pages that may contain text, isjagaleos, and other
multimedia and navigate between them using hygdeslin

Using concepts from earlier hypertext systems, \tarld Wide Web was
started in 1989 by the English physicist Sir Tinriges-Lee, now the Director of
the World Wide Web Consortium, and later by Robe€dilliau, a Belgian
computer scientist, while both were working at CERNGeneva, Switzerland. In
1990, they proposed building a "web of nodes" stpthypertext pages"” viewed
by "browsers" on a network, and released that wdbecember. Connected by the
existing Internet, other websites were created,uratothe world, adding
international standards for domain names & the HTMhguage. Since then,
Berners-Lee has played an active role in guiding tlevelopment of Web
standards (such as the markup languages in whidhp&ges are composed), and
in recent years has advocated his vision of a Seofeb.

The World Wide Web enabled the spread of infornmtiwver the Internet
through an easy-to-use and flexible format. It tiplesyed an important role in
popularizing use of the Internet. Although the tiwoms are sometimes conflated
in popular use, World Wide Web is not synonymouthwmternet. The Web is an
application built on top of the Internet.

2.What is NOT a web system




2.1.Examples of Not web system
2.1.1.Email

Electronic mail, often abbreviated as email or ekms a method of
exchanging digital messages, designed primarilyhéonan use.

Mail box Message queue

Email

An electronic mail message consists of two comptméhe message header,
and the message body, which is the email's conid¢iat.message header contains
control information, including, minimally, an oriator's email address and one or
more recipient addresses. Usually additional infdrom is added, such as a
subject header field.

To:
From: blank
Subject: — line
Encrypted
by ASCI|

E-mail formating
Email Services and SMTP/POP Protocols




access
protocol

sender's mail receiver's mail
server server

Simple Mail Transfer Protocol
Email, the most popular network service and ruraczomputer or other end
device, e-mail requires several applications andses
POP/SMTP define client/server processes.

Mail User Agent (MUA): allows messages to be seml places received
messages into the clident’s mailbox, both of whaech distinct processes. MUA
include: POP and SMTP.

POP: used to receive e-mail messages from an lesaraer

SMTP: used to send e-mail from either a client eaver uses message
formats and command strings.

E-mail Client (MUA&)

Mall User Agent
(MUA)

Send E-mail g

Client

SMTP Fretocol ’
Get E-mail

POP Protocol

SMTPIPOPI
Sarver

E-mail Client (MUA)
E-mail Server Processes — MTA (Mail Transfer Agemt)l MDA (Mail Delivery
Agent)




E-mall Server - HDA

Mail User Agant Is the recipient in my list of
(ALY recipiants?
No. Foarward & mail to another
Cliant £ErvEr,
Mail User Agant Sender Send e.mafl
MUA) e
Client racipient@domain.com SMTP/POPI
Sarver
Recipiant

BYail Framdm Ageent
(12

SMTP/POM

j Iz the reciplent in my flst of
Server e

reciplents? _
——— Yes. Mace e.mall In reciplent's

Mail Diztivery Agent *I mallbox .
(M8

E-mail Server - MDA

The MDA accepts a piece of e-mail from a MTA andf@ens the actual
delivery.

The MDA receives all the inbound mail from the MBAd places it into the
appropriate users’ mailboxes.

The MDA can also resolve final delivery issues,hsae virus scanning, spam
filtering, and return-receipt handling.

POP and POP3 are inbound mail delivery protocolsl ame typical
client/server protocols. They deliver e-mail frolrete-mail server to the client
(MUA).

The MDA listens for when a client connects to asreerOnce a connection is
established, the server can deliver the e-mahecctient.

Some of the commands specified in the SMTP protacel HELO, EHLO,
MAIL FROM, RCPT TO, DATA.
2.1.2. FTP

The File Transfer Protocol (FTP) is another commartsed Application layer
protocol.




FTP was developed to allow for file transfers betwa client and a server. A
FTP client is an application that runs on a comptliat is used to push and pull
files from a server running the FTP daemon (FTPd).

The client establishes the first connection to shever on TCP port 21. The
client establishes the second connection to theesewer TCP port 20.

The file transfer can happen in either direction

FTP Process

l—()—ﬂ

letam.mn_
Client opens first connection 1o the server for controd rafic.

Data Connmestien;
Client opens second connection for data traffic.

-~ . GetData o & & 8 ———

Based on command sant acress centrel connectien, data can
be downloaded from server or uplosded from cliant

FTP Process
3. Typical application
3.1. Blog
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A blog (a contraction of the term weblog) is a typk website, usually
maintained by an individual with regular entriesaoimmentary, descriptions of
events, or other material such as graphics or videatries are commonly
displayed in reverse-chronological order. "Blog'ncalso be used as a verb,
meaning to maintain or add content to a blog.

There are many different types of blogs, differingt only in the type of
content, but also in the way that content is deéideor written.

- The personal blog, an ongoing diary or commenigrgn individual, is the
traditional, most common blog. Personal bloggersallg take pride in their blog
posts, even if their blog is never read by anyoanetbem. Blogs often become
more than a way to just communicate; they becomeaa to reflect on life or
works of art.

- Corporate blogs

A blog can be private, as in most cases, or it lmarfor business purposes.
Blogs, either used internally to enhance the comecation and culture in a
corporation or externally for marketing, brandingpaoiblic relations purposes are
called corporate blogs.

3.2. SNS

A social network service focuses on building onlce@mmunities of people
who share interests and/or activities, or who arerested in exploring the
interests and activities of others. Most socialvoek services are web based and
provide a variety of ways for users to interactchsuas e-mail and instant
messaging services.

Social networking has encouraged new ways to conuaten and share
information. Social networking websites are beisgdiregularly by millions of
people.

3.3 Search engine

A Web search engine is a tool designed to searcimflarmation on the World
Wide Web. The search results are usually presentedlist and are commonly
called hits.

The information may consist of web pages, image&rination and other
types of files. Some search engines also mine alsdable in databases or open
directories. Unlike Web directories, which are ntaimed by human editors,
search engines operate algorithmically or are aurexof algorithmic and human
input.
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3.4. Google map

Google Maps (for a time named Google Local) is @& weapping service
application and technology provided by Google, f(l non-commercial use),
that powers many map-based services, including Gloegle Maps website,
Google Ride Finder, Google Transit, and maps emdxkda third-party websites
via the Google Maps API. It offers street mapspate planner for traveling by
foot, bicycle, car, or public transport and an urlbasiness locator for numerous
countries around the world. It also can help fimel bocation of businesses.

Google Maps uses the Mercator projection, so ihoashow areas around the
poles. A related product is Google Earth, a stdodeaprogram for Microsoft
Windows, Mac OS X, Linux, SymbianOS, and iPhone @i8ch offers more
globe-viewing features, including showing polarase
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4. Social Impact

Connectivity is increasing, with the number of hnit users and telephone
subscribers expanding worldwide. The most rapidvgjtchas taken place in the
mobile sector, which has been critical to improvic@mmunications in regions
with few fixed telephone lines. The number of melslbscribers worldwide rose
from 11 million in 1990 to 2.2 billion in 2005, cqrared to growth in fixed lines
of 520 million to 1.2 billion over the same period.




Access to information and communication
technologies grows fastest in the mobile sector

Mumber of telephone subscriptions and Internet
connections per 100 population, 1990-2005 (Percentage)
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4.1. Advantages
The Internet provides opportunities galore, andlmamsed for a variety of things.
Some of the things that you can do via the Inteanet

- E-mail: E-mail is an online correspondence system. Withad-you can
send and receive instant electronic messages, whaks like writing
letters. Your messages are delivered instantlyeopfe anywhere in the
world, unlike traditional mail that takes a lottohe.

- Access Informationt The Internet is a virtual treasure trove of imhation.
Any kind of information on any topic under the sisnavailable on the
Internet. The ‘search engines’ on the Internet loalp you to find data on
any subject that you need.

- Shopping Along with getting information on the Internetply can also
shop online. There are many online stores and witgscan be used to look
for products as well as buy them using your creditl. You do not need to
leave your house and can do all your shopping ftoenconvenience of
your home.

« Online Chat: There are many ‘chat rooms’ on the web that caadsessed
to meet new people, make new friends, as well asaty in touch with old
friends.

- Downloading Software: This is one of the most happening and fun things
to do via the Internet. You can download innumeraljames, music,
videos, movies, and a host of other entertainmeftware from the
Internet, most of which are free.

4.2. Disadvantages




There are certain cons and dangers relating tousiee of Internet that can be
summarized as:

- Personal Information: If you use the Internet, your personal informatio
such as your name, address, etc. can be access#uebyeople. If you use
a credit card to shop online, then your credit dafdrmation can also be
‘stolen’ which could be akin to giving someone arti check.

- Pornography: This is a very serious issue concerning the letern
especially when it comes to young children. There thousands of
pornographic sites on the Internet that can belyeémind and can be a
detriment to letting children use the Internet.

« Spamming: This refers to sending unsolicited e-mails in bukich serve
no purpose and unnecessarily clog up the entitersys

« Virus threat: Virus is nothing but a program which disrupts tloemal
functioning of your computer systems. Computerachied to internet are
more prone to virus attacks and they can end wpcir#ishing your whole
hard disk, causing you considerable headache.

Chapter 2.
1. Server-client model

1.1. Introduce client-server model of web system

The client-server software architecture model dggtishes client systems from
server systems, which communicate over a competerank.

In the client/server model, the device requestimg information is called a
client and the device responding to the requestlied a server. Client and server
processes are considered to be in the Applicatiger]

The client begins the exchange by requesting data fthe server, which
responds by sending one or more streams of dateetalient. Application layer
protocols describe the design of the requests aspgonds between clients and
servers. In addition to the actual data transfas ¢xchange can require control
information, such as user authentication and teatification of a data file to be
transferred.

Data transfer from a client to a server is refetreds arupload and data from
a server to a client is@download Data flow can be equal in both directions or can
even be greater in the direction going from thentlto the server.
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In a general networking context, any device thapoads to requests from
client application is functioning as a server.

A server is usually a computer that contains infation to be shared with
many client systems.

Different types of server applications can havéed#nt requirements for client
access.

Some servers may require authentication of usesuatdnformation to verify
whether the user has permission to access thesteguéata or to use a particular
operation. Such servers rely on a central list skeruaccounts and the
authorizations, or permissions (both for data axa@esd operations), granted to
each user.



Servers

Processes Softward
N,
= -
g A g Disk Drives Hardwara MNetwork ——
S - 75
. -

Server

Servers are reposieries of infermatien.
Processes control the delivery of files to clients.

1.2. Example of some Web server

[IS (Internet Information Service)

Internet Information Services (IIS) - is a set aternet-based services for
servers created by Microsoft for use with Microssindows.

It is the world's second most popular web servetleims of overall websites
behind the industry leader Apache HTTP Server.

As of April 2009[update] it served 29.27% of all bgites according to
Netcraft. The services provided currently includePl-FTPS, SMTP, NNTP, and

HTTP/HTTPS.

Versions
[IS 1.0, Windows NT 3.51 available as a free add-on
[I1S 2.0, Windows NT 4.0
[IS 3.0, Windows NT 4.0 Service Pack 3
[IS 4.0, Windows NT 4.0 Option Pack
[I1S 5.0, Windows 2000
IS 5.1, Windows XP Professional, Windows XP Me@enter Edition
[I1S 6.0, Windows Server 2003 and Windows XP Protesd x64 Edition
IS 7.0, Windows Server 2008 and Windows Vista (Bess, Enterprise,
Ultimate Editions)
[IS 7.5, Windows Server 2008 R2 (Beta) and Wind@wBeta)




Once IIS is installed on your machine you can wew home page in a web browser
by typing http://localhost into the address baryouir web browser. Since you have not
yet created a web site you should see the def&@ujidge.
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Apache HTTP Server

The Apache HTTP Server, commonly referred to ascApais a web server
notable for playing a key role in the initial grdwaf the World Wide Web and in
2009 became the first web server to surpass theniillon web site milestone.
Apache was the first viable alternative to the WNape Communications
Corporation web server (currently known as Sun Jaystem Web Server), and
has since evolved to rival other Unix-based welegsrin terms of functionality
and performance. The majority of all web serverisigif\pache are Linux web
servers.

Apache is developed and maintained by an open caritynaf developers
under the auspices of the Apache Software Foundafidve application is
available for a wide variety of operating systemsluding Unix, GNU, FreeBSD,
Linux, Solaris, NoVell NetWare, Mac OS X, Microsaftindows, OS/2, TPF, and




eComStation. Released under the Apache Licenseshipa characterized as free
software and open source software.

Since April 1996 Apache has been the most popularfHserver on the World
Wide Web. As of March 2009[update] Apache servedrat6% of all websites
and over 66% of the million busiest.

Features

Apache supports a variety of features, many impfeateas compiled modules
which extend the core functionality. These can eanfjom server-side
programming language support to authenticationraeise

Popular compression methods on Apache include ttierreal extension
module, mod_gzip, implemented to help with reducta the size (weight) of
web pages served over HTTP. Apache logs can beyzathlthrough a web
browser using free scripts such as AWStats/W3Revisitors.

Virtual hosting allows one Apache installation e many different actual
websites.

Use

Apache is primarily used to serve both static conéand dynamic Web pages
on the World Wide Web.

Apache is the web server component of the populaMB web server
application stack, alongside Linux, MySQL, and ®#idP/Perl/Python (and now
also Ruby) programming languages.

Apache is redistributed as part of various proprietsoftware packages
including the Oracle Database or the IBM WebSplhagrication server.

Apache is used for many other tasks where contadsto be made available
in a secure and reliable way.

Programmers developing web applications often useally installed version
of Apache in order to preview and test code asliiing developed.

License

The software license under which software from #pache Foundation is
distributed is a distinctive part of the Apache HPTServer's history and presence
in the open source software community. The Apacieerise allows for the
distribution of both open and closed source delownatof the source code.

The Free Software Foundation does not considerAfheche License to be
compatible with version 2 of the GNU General Pulllicense (GPL) in that
software licensed under the Apache License caneadntegrated with software
that is distributed under the GPL.

1.3. Example of some Web client:
IE

Windows Internet Explorer (formerly Microsoft Inteat Explorer; abbreviated
to MSIE or, more commonly, IE) is a series of giaphweb browsers developed
by Microsoft and included as part of the Microséfindows line of operating
systems starting in 1995.




It has been the most widely used, and still moselyi used web browser since
1999, attaining a peak of about 95% usage shaiagd@f02 and 2003 with IE5
and IE6. It has been alleged that Internet Explorgrare would have been lower
if it was not bundled with Windows. That percentaipare has since declined in
the face of renewed competition from other web lwens — Mozilla Firefox most
of all. Microsoft spent over $100 million a year k&hin the late 1990s, with over
1,000 people working on it by 1999.

IE market share overview
Usage share of web browsers: May 2009
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Firefox

Mozilla Firefox is a free and open source web bemdescended from the
Mozilla Application Suite and managed by Mozillar@Goration.

Firefox had 22.51% of the recorded usage shareetf vowsers as of May
2009, making it the second most popular browsertenms of current use
worldwide, after Internet Explorer.




Firefox usage share by version

— Netépplications com, hay 2opal! 121

Firefox 1.0 0.05%
Firefox 1.5 0.15%
Firefox 2.0 163%
Firefox 3.0 20.43%
Firefox 3.5 0:19%

All versions!¥ 22 51%

To display web pages, Firefox uses the Gecko layengine, which
implements some current web standards in additoa few features which are
intended to anticipate likely additions to the skamls.

Firefox features include tabbed browsing, a spkéc&er, incremental find,
live bookmarking, a download manager, and an iatiegh search system that uses
the user's desired search engine (Google by defaulinost localizations).
Functions can be added through add-ons, createthittparty developers, of
which there is a wide selection, a feature thatdtimacted many of Firefox's users.

Firefox runs on various versions of Linux, Mac OS Microsoft Windows,
and many other Unix-like operating systems. Itgenir stable release is version
3.0.11, released on June 11, 2009.

Firefox's source code is free software, releasedewura tri-license GNU
GPL/GNU LGPL/MPL. Official versions are distributachder the terms of a
proprietary EULA.
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Safari
Safari is a web browser developed by Apple Inc.

First released as a public beta on January 7, 88GBe company's Mac OS X
operating system, it became Apple's default broviiegyinning with Mac OS X
v10.3 "Panther". Apple has also made Safari theweéirowser for the iPhone OS.
A version of Safari for the Microsoft Windows openg system was first released
on June 11, 2007, and supports both Windows XP \Aimtows Vista. The
current stable release of the browser is 4.0 fah Bdacintosh and Windows.
Safari has a 8.43% market share as of May 20009.

Features

Safari offers most features common to modern welwgers such as:

Tabbed browsing

Bookmark Management

A resizable web-search box in the toolbar whichsuSeogle on the Mac
and either Google or Yahoo! on Windows

Pop-up ad blocking

History and bookmark search

Text search

Spell-checking




Expandable text boxes

Automatic filling in of web forms

Built-in password management via Keychain

Subscribing to and reading web feeds

Quartz-style font-smoothing

The Web Inspector, a DOM Inspector-like utility thkets users and
developers browse the Document Object Model of la page

Support for CSS 3 web fonts

Support for CSS animation

Bookmark integration with Address Book

ICC colour profile support

Inline PDF viewing

Integration with iPhoto photo management

Mail integration

Ability to save parts of web pages as web clipsviewing on the Apple
Dashboard.

2. DNS and URL
2.1. DNS (Domain Name System)

The Domain Name System (DNS) is a hierarchical ngmsystem for
computers, services, or any resource participatinige Internet

A domain naming system was developed in order $o@ate the contents of
the site with the address of that site. The Domame System (DNS) is a system
used on the Internet for translating names of domand their publicly advertised
network nodes into IP addresses.

The Domain Name System makes it possible to askigrain names to groups
of Internet users in a meaningful way, independehteach user's physical
location.
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DNS Server Hierarchy

The Domain Name System (DNS) was created for domame to address
resolution for these networks. DNS uses a disteitbset of servers to resolve the
names associated with these numbered addresses.

The DNS protocol defines an automated service rttw@thes resource names
with the required numeric network address.

DNS protocol communications use a single formdedad message.

DNS is used for all types of client queries andveerresponses, error
messages, and the transfer of resource recordnafan beween servers.

USER
(1)

(2) www. hut.edu.vn
www.hut.edu.vn

'y

Web browser

(3) (4)
202.191.66.197 202.191.56.197

v

Web server

The role of DNS

The DNS server stores different types of resousmonds used to resolve
names. These records contain the name, addresty;pendf record.



DHS uses the same message format for:

» all types of clisnt queries and server responses
+  Eror messages
« the ransfer of resource record information between senvers

Header

Question The queshion for the name server

Angwer Resource Records answenng the question
Authority Fasource Records pointing towsrd @n aothornity
Additional Resource Records holding sddimional informaton

When configuring a network device, we generallyvide one or more DNS
Server addresses that the DNS client can use foe masolution.

Computer operating systems also have a utilityedatislookup that allows the
user to manually query the name servers to resolyigen host name. This utility

can also be used to troubleshoot name resolutgaressand to verify the current

status of the name servers.

AWINDOWS\system32\cmd.exe - nslookup:

icrosoft Windows ¥P [Uersion 5.1.26081
CC» Copyuright 1985-2881 Microsoft Corp.

C:“Documents and Settings“Ha AnhXcd..

C:~Documents and Settingzs>nslookup

#x% Can't find server name for address 192_168.1.1: Mon—existent domain
(2 Defanlt servers are not available

Default Server: UnKnouwn

Address: 122_168.1.1

> e hut cedu.vn
Zerver: UnKnown
Address: 122_168.1.1

Mon—authoritative answep:
ame = wuw  hut cedu.vn
Address: 282.191.56.197

2.2. URL

In computing, a Uniform Resource Locator (URL) istyge of Uniform
Resource ldentifier (URI) that specifies where dentified resource is available
and the mechanism for retrieving it. In popular gesand in many technical




documents and verbal discussions it is often immtly used as a synonym for
URI. In popular language, a URL is also referredda Web address.

Every resource on the Web has a unique addresexiaanple, 207.46.130.149
is the address of the Microsoft web site. Now, nefnering those numbers can be
quite difficult and confusing. Hence, the Uniforregdurece Locators (URLS) are
used. A URL is a string that supplies the Inteautress of a Web site or resource
on the World Wide Web.

The typical format iswww.nameofsite.typeofsite.countrycode

For example, 216.239.33.101 can be represented by URL,
www.google.com

The URL also identifies the protocol by which thie ®r resource is accessed.
The most common URL type is “http”, which gives tnéernet address of a Web
page. Some other URL types are “gopher”, which gjithee Internet address of a
Gopher directory, and “ftp”, which gives the netwdéscation of an FTP resource.

The URL can also refer to a location within a reseu For example, you can
create a link to a topic within the same documéntthat case, a fragment
identifier is used at the end of the URL.

The format is, protocol: name of site/main documtragment identifier

The are two types of URLS:

»Absolute URL- is the full Internet address of a @ag file, including the

protocol, network location, and optional path an fname. For example,
http://www.microsoft.coms an absolute URL.

»Relative URL- is a URL with one or more of its ganiissing. Browsers take
the missing information from the page containing thRL. For example, if the
protocol is missing, the browser uses the protottiie current page.

3.HTTP Request and Response
3.1.HTTP Protocol Overview

HTTP
Web
| Request from Users Application
HTTP
@ponse from Server | )
Web Server

www. freemusic.com




The request and response in Web Application areusamng HTTP.

An HTTP Client, such as Web Browsers ( Firefox, [Bpera), open the
connection and send the request message to an BArVEr asking resource. The
server, in turn, return the response message Wwehréquest resource.Once the
resouce is delivered, Server closes the connection.

HTTP doesn’t store any connection information dwedthce it's refered to a
stateless protocol.

In HTTP Conection last for only one transactiont@nsaction consists a of
several request-response pairs.

Port is a channel used by protocols for sendingraaéiving data. Networking

protocol assign number to the port for indetifioatiTrhe default port is 80.
Web client Web server ®

Init TCP connection (i TCP Copn,
: AL

Accept TCP connection

OK, send HTTP request | GET findex.p, E
x.htmil :

# \ Send HTTP response: index.html

'mde,g,htm" : Close TCP connection

Parse index.html: hag 10
reference to 10 inages
4 Accept TCP connection

Repeat a bovr—/:/éteps 10

times! |:

J
/

2%xRTT

i Send images 1

Close TCP connection
& A 4
Time Time

HTTP 1.0



Web client Web server ®

Init TCP connection
Accept TCP connection

QK, send HTTP request G

: ET findex. htmj
\ Send HTTP

Parse index.html: has 10 ! index ! . response: index.html
reference to 10 images i :

request images 1

Send images 1
request images 2 :

Send images 2

T~.  Stop-and- —— Pipeline

request images 1(5_\;-; wait! —
TimeL—~~""" Time

HTTP 1.1
VWeb client Web server

Init TCP connection
Accept TCP connection

OK, send HTTP request

; ET findexhtm = |
;“‘“‘“‘“‘“-—h‘___‘g Send HTTP

G
Parse index.html: has 10 : 'mtf-eua.\'“f'f"1l i response: index.html

reference to 10 images

"{; Send images 1-10

. ¥
Time Time
HTTP 1.1 with pipeline.
3.2. Request Message Structure




W Web
| _ Line: Application

R L
Request ‘
from Users

20,

The request message sent by the client is a stodapxt. It consists of the
following elements.

Request line

This component sent method, resource informatioch ss the type and name,
and the HTTP version of the request message.

Header Information

This component return user- agent along with theefsit Header. The user-
agent element header indicate the browser usedlibgt.cThe accept header
element provides information on what media typesdirent can accept. After the
header, client send blank line indecating the dnéquest message.

Request Parameter

Web application allow user to enter informationngsforms and send to the
server for processing.

1 -
Header :

. information ;
——RImEEAT 7 \web server

www.freemusic.com
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For example, in the banking site, the user enterubername and password.
These are sent to web server through request ptresrand after validating the
data received with the database, the account irgtom is send as the response.
The server treat the data entered in each field@sest parameter. The server can
extract the values of each request parameter irethgest to processing.

Request Method
= Web
Application

Get

Web Server
www.freemusic.com

GET
Request for Info rmat@

http: / /www.google.co.uk
fsearch?hl=en&q=javak
meta=

The get method used for getting information suchaatocument, a char, a
database query in the form of plain text. Searcgifensuch asvww.google.com
use the get method to retrieve results for a seatohgs entered by user.
Following is a sample query string constructed bggie.

http://www.google.co.uk/search?hl=en&qg=java&meta=

Where java is search keyword.
The length of query string is restricted from 2d@®865 character depending on

the server.Hence this method can’t be used to datadfrom bulky forms.




POST

Web
POST Application

| Request for informa@

https%3A% 2F% 2Fmail.goo -

gle.com@ 2Fmail% 2F%3Fui
%3DhtmI%26zy%3DI&itmp  VWeb Server
I=defaultBltmplcache=2 Www.freemusic.com

Post method is used when sending information, siscbredit card number or

information to be saved in the database. Data smnmiy post is in encrypted
format and not visible to the client and there a$ lmit on amount of data being
sent. However, pages request using page methotdlmbookmarked or emailed.
This because Post method is used to transmit senddta password.

Example

request line
(GET, POST,\’GET /dcen/index.html HTTP/1.1

HEAD commands) Host: www.it-hut.edu.vn
User-agent: Mozilla/4.0
Connection: close
Accept-language:en-us

header
lines

CR, LF
; /’//'(extra carriage return, line feed)

indicates end
of message

3.3. Response Message Structure

A I =3
Status Y Web
et Line: Application
i ‘ Response
from Server
Header |

“._ information

! Web Server
wiww.freemusic.com

The Server processes the request sent by a clehiganerates a response
message consists of the following elements.

Status line

This element indicates the status of request messag




Header Information

The header information contains information suclsawer, last modify date,
content length and content type. The server hesgecifies the software being
used on the server. Last-modified header indicitedast modified date of the
requested file. The content length specifies tke sf file in bytes. Content type
header specifies the type of document.

Example

status line

{PPOTOCOI‘““HHHE*
HTTP/1.1 200 OK

status code
sTaTusphpase) Connection close

Date: Tue, 16 Mar 2008 12:00:15 GMT
Server: Apache/1.3.0 (Unix)
Last-Modified: Mon, 15 Mar 2008 .....
Content-Length: 8990
Content-Type: text/html

header
lines

dﬂ*aaagwrfﬁfff* data data data data data
requested

HTML file
The response code
200 OK

* request succeeded, requested object later in
this message

301 Moved Permanently

e requested object moved, new location specified
later in this message (Location:)

400 Bad Request

* request message not understood by server
404 Not Found

* requested document not found on this server
505 HTTP Version Not Supported

4.Character Encoding
4.1.Unicode
4.1.1.0ver view




Unicode is a universal character set, ie. a stahitiat defines, in one place, all
the characters needed for writing the majority ifng languages in use on
computers. It aims to be, and to a large extemtadly is, a superset of all other

character sets that have been encoded.

The following table lists some of the growing numt scripts that are

covered by Unicode:

D

| Arabic | Greek | Khmer | Runid
| Armenian | Gujurati| Lao I Sinhd
| Bengali | Gurmukhi Latin | Syriac|
| Canadian Syllabis Han | Malayalanp Tamil |
| Cherokee | Hangul|  Mongolign Telugul
| Cyrillic | Hebrew || Myanmar| Thaar
| Devanagari | Hiragana  Ogham || Tha|
| Ethiopic | Kannadal Oriya | Tibet}
| Georgian | Katakanp  Panjabil| etc. )

a

n

The first 65,536 code point positions in the Uniearharacter set are said to
constitute the Basic Multilingual Plane (BMP). TB&P includes most of the
more common characters in use. Around a milliothir code point positions are
available in the Unicode character set. Charaatettss latter range are referred to

as supplementary characters.

[ Erver use

[ Ertver use

| Soommeney Sede Fumoss Fene

| SIP {Supplementary ldeographic Plans)
| SMP {Supplementary Multilingual Plane)
BMPF (Basic Multilingual Flang) !

65,536 code poinits per plane -

o

INCODe

4.1.2.Character sets, coded character sets, and edings




It is important to clearly distinguish between tt@encepts character set and
character encoding.

A character set or repertoire comprises the sehafacters one might use for a
particular purpose — be it those required to supyp@stern European languages in
computers, or those a Chinese child will learnchbsl in the third grade (nothing
to do with computers).

A coded character set is a set of characters farthadauniqgue number has been
assigned to each character. Units of a coded dearaet are known as code
points. For example, the code point for the ledtém the Unicode coded character
set is 225 in decimal, or E1 in hexadecimal notatiNote that hexadecimal
notation is commonly used for identifying such @waers, and will be used here.)

The character encoding reflects the way theseatistharacters are mapped to
bytes for manipulation in a computer.

4.1.3.0ne character set, multiple encodings

Many character encoding standards, such as ISO 88%%5, use a single byte
for a given character and the encoding is stragiwirdly related to the scalar
position of the characters in the coded charaakerFor example, the letter A in
the ISO 8859-1 coded character set is in the &dnacter position (starting from
zero), and is encoded for representation in thepeen using a byte with the
value of 65. For ISO 8859-1 this never changes.

For Unicode, however, things are not so straightéod. Although the code
point for the letter & in the Unicode coded chamaset is always 225 (in decimal),
it may be represented in the computer by two bytesther words there isn't a
trivial, one-to-one mapping between the coded ataraet value and the encoded
value for this character.

In addition, in Unicode there are a number of waysncoding the same
character. For example, the letter a can be repiedeby two bytes in one
encoding and four bytes in another. The encodimgg$othat can be used with
Unicode are called UTF-8, UTF-16, and UTF-32.

UTF-8 uses 1 byte to represent characters in th€lASet, two bytes for
characters in several more alphabetic blocks, Arektbytes for the rest of the
BMP. Supplementary characters use 4 bytes.

UTF-16 uses 2 bytes for any character in the BMRJ d bytes for
supplementary characters.

UTF-32 uses 4 bytes for all characters.

In the following chart, the first line of numbemspresents the position of the
characters in the Unicode coded character setoffter lines show the byte values
used to represent that character in a particularacier encoding.

| LA L x L O | & |

| Code poinf U+0041 || U+05D0 | U+597D || U+233B4 |

| UTF8 | 4 | D790 || E5A5BD| FOA3SEH4
UTF-16 00 41 05 DO 59 7D D8 4C DH




B4

UTF-32 41 00 00 o 000005D@ 000059 7D 00 02 33 B4

4.1.4.Character escapes

A character escape is an alternative way of reptegea character, without
actually using the code point of the character.

For example, there is no way of representing thbréle character in your
document if you are using an ISO 8859-1 encodingyidwv covers Western
European languages). One way to indicate that yat o include that character
is to use the XHTML escape &#x05D0;. Because theudeent character set is
Unicode, the user agent should recognize that régsesents a Hebrew aleph
character.

4.1.5.Document character set

For XML and HTML (from version 4.0 onwards) the dotent character set is
defined to be the Universal Character Set (UCSyefmmed by both ISO/IEC
10646 and Unicode standards. (For simplicity antdn@ with common practice,
we will refer to the UCS here simply as Unicode.)

This means that the logical model describing how LXlsihd HTML are
processed is described in terms of the set of ctaxsadefined by Unicode.

Note that this does not mean that all HTML and XElhcuments have to be
encoded as Unicode! It does mean, however, thatndeots can only contain
characters defined by Unicode. Any encoding camded for your document as
long as it is properly declared and a subset ofhieode repertoire.

4.2 .Different Encodings
4.2.1.UTF-8

The bits of a Unicode character are distributed ithite lower bit positions
inside the UTF-8 bytes, with the lowest bit goimgpi the last bit of the last byte.
In this table, x represent the lowest 8 bits of th@code value, y represent the
next higher 8 bits, and z represent the bits higjieen that:



Unicode Byte1 Byte2 Bytel Byted example

¥ U+0024

U+0000-U+007F OXKKEKKX — 00100100
— 0x24
't U+00R2

U+0080-U+07FF 110vyyxx | LOKKEKXK — 11000010, 10100010
— 0xC2,0xA2
€ U+20AC

U+0800-U4+FFFF 1110yvyy | 10¥yyyEX | LOXKKXKKX —11100010,10000010,10101100
— OxE2, 0x82, 0XAC
U+10ABCD

U+10000-U+10FFFF (11110222 |10zz2yyyy | 10¥yyyxx |10xocxx (— 11110100, 10001010, 10101111, 10001101
— OxF4, 0x8R, OXAF, OX8D

So the first 128 characters (US-ASCII) need oneebyfhe next 1920
characters need two bytes to encode. This includ#s letters with diacritics and
characters from Greek, Cyrillic, Coptic, Armenidhebrew, Arabic, Syriac and
Tana alphabets. Three bytes are needed for thefrdst 8asic Multilingual Plane
(which contains virtually all characters in commase). Four bytes are needed for
characters in the other planes of Unicode, whiehrarely used in practice.

By continuing the pattern given above it is possitd deal with much larger
numbers. The original specification allowed for wences of up to six bytes
covering numbers up to 31 bits (the original limitthe Universal Character Set).
However, UTF-8 was restricted by RFC 3629 to udg tire area covered by the
formal Unicode definition, U+0000 to U+10FFFF, imWember 2003.

With these restrictions, bytes in a UTF-8 sequehese the following
meanings. The ones marked in red can never appeaiddgal UTF-8 sequence.
The ones in green are represented in a single bye.ones in white must only
appear as the first byte in a multi-byte sequeand,the ones in orange can only
appear as the second or later byte in a multi-bgtpience:

binary hex |decimal notes
0000000001111312 00-7F 0127 USASCl(singlebyte)
10000000-10111111 80-BF 128-191 Second, third, or fourth byte of a multi-byte sequence
11000000-11000001 CO-C1 192-193 Owverlong encoding: start of a 2-byte seguence, but code point <= 127
11000010-11011111 |C2-DF |194-223 |Start of 2-byte sequence
11100000-11101111 |[EQ-EF|224-239 |Start of 3-byte sequence
11110000-11110100 |FO-F4 |240-244 |Start of 4-byte sequence
11110101-11110111 F5-F7 245-247 Restricted by RFC 3629 &' start of 4-byte sequence for codepoint above 10FFFF
11111000-11111011 F8-FB 248-251 Restricted by RFC 3629 & start of 5-byte sequence
11111100-11111101 FC-FD 252-253 Restricted by RFC 3629 & start of 6-byte sequence

11111110-11111111 FE-FF 254-255 Invalid: not defined by original UTF-8 specification




4.2.2.EUC

Extended Unix Code (EUC) is a multibyte charactecogling system used
primarily for Japanese, Korean, and simplified @i

The structure of EUC is based on the ISO-2022 stahdvhich specifies a
way to represent character sets containing a manimiu94 characters, or 8836
(942) characters, or 830584 (943) characters, asesees of 7-bit codes. Only
ISO-2022 compliant character sets can have EUC dordp to four coded
character sets (referred to as GO, G1, G2, andr@8 oode sets 0, 1, 2, and 3) can
be represented with the EUC scheme. GO is almastyal an ISO-646 compliant
coded character set (e.g. US-ASCII/KS X 1003/ISG:RR in EUC-KR and US-
ASCll/the lower half of JIS X 0201 in EUC-JP) thatinvoked on GL (i.e. with
the most significant bit cleared).

To get the EUC form of an 1ISO-2022 character, tlostrsignificant bit of each
7-bit byte of the original ISO 2022 codes is set #uding 128 to each of these
original 7-bit codes); this allows software to @aslistinguish whether a particular
byte in a character string belongs to the ISO-6d@ecor the 1ISO-2022 (EUC)
code.

The most commonly-used EUC codes are variable-watbodings with a
character belonging to GO (ISO-646 compliant codbdracter set) taking one
byte and a character belonging to G1 (taken by x@4oded character set)
represented in two bytes. The EUC-CN form of GB22k#i EUC-KR are
examples of such two-byte EUC codes. EUC-JP includtaracters represented
by up to three bytes whereas a single charact&UG-TW can take up to four
bytes.

EUC-CN is the usual way to use the GB2312 stanftardimplified Chinese
characters. Unlike the case of Japanese, the 12Q-fm of GB2312 is not
normally used, though a variant form called HZ wametimes used on USENET.

EUC-CN can also be used to encode the Unicode-bG@848030 character
encoding, which includes traditional charactershalgh GB18030 is more
frequently used without EUC encoding, since GB18@8G&lready a Unicode
encoding. However, GB18030 encoded in EUC-CN isugable-width encoding,
because GB18030 contains more than 8836 (94x94cteas.

EUC-JP is a variable-width encoding used to remeee elements of three
Japanese character set standards, namely JIS XJ&08 0212, and JIS X 0201.

A character from the lower half of JIS-X-0201 (A$Ctode set 0) is
represented by one byte, in the range 0x21 — OX7E.

A character from the upper half of JIS-X-0201 (haifith kana, code set 2) is
represented by two bytes, the first being Ox8E,dbeond in the range OxAl —
OxDF.

A character from JIS-X-0208 (code set 1) is reprask by two bytes, both in
the range OxA1l — OXFE.

A character from JIS-X-0212 (code set 3) is reprasek by three bytes, the
first being Ox8F, the following two in the rangeAlix— OXFE.




This encoding scheme allows the easy mixing of t7ABCIl and 8-bit
Japanese without the need for the escape charastgmyed by 1SO-2022-JP,
which is based on the same character set standards.

In Japan, the EUC-JP encoding is heavily used by onUnix-like operating
systems (except for HP-UX), while Shift JIS or é@stensions (Windows code
page 932 and MacJapanese) are used on other platfarerefore, whether
Japanese web sites use EUC-JP or Shift_JIS offgendse on what OS the author
uses.

EUC-JISX0213 is similar to but different from EU@-in that two planes of
JIS X 0213 take place of JIS-X-0208 and JIS-X-02There is a similar
relationship between Shift_JIS and Shift-JISX0213.

EUC-KR is a variable-width encoding to representrdam text using two
coded character sets, KS X 1001 (formerly KS C $&0M KS X 1003 (formerly
KS C 5636)/1ISO 646:KR/US-ASCII. KS X 2901 (formeiys C 5861) stipulates
the encoding and RFC 1557 dubbed it as EUC-KR. &aatter drawn from KS X
1001 (G1, code set 1) is encoded as two bytes if{(&R1-0xFE) and a character
from KS X 1003/US-ASCII (GO, code set 0) takes bgte in GL (0x21-0x7E).

It is the most widely used legacy character enapdm Korea on all three
major platforms (Unix-like OS, Windows and Mac),tbts use has been very
slowly decreasing as UTF-8 gains popularity, escon Linux and Mac OS X.
It is usually referred to as Wansung () in South Korea. The default Korean
codepage for Windows is a proprietary, but upwamehgatible extension of EUC-
KR referred to as Unified Hangeul Code(( [[1[], Tonghab Wansunghyung).
Mac Korean used in classic Mac OS is also compatilith EUC-KR.

EUC-TW is a variable-width encoding that supporS-ASCIl and 16 planes
of CNS 11643, each of which is 94x94. It is a naeded encoding for traditional
Chinese characters as used on Taiwan. Big5 is mare common. A character
in US-ASCII (GO, code set 0) is encoded as a sibhgle in GL( 0x21-0x7E) and a
character in CNS 11643 plane 1 (code set 1) isdattas two bytes in GR (0xAl-
OXFE). A character in plane 1 through 16 of CNS4BL&ode set 2) is encoded as
four bytes with the first byte always being Ox8HE{@e Shift 2) and the second
byte indicating the plane (the plane number isiabthby subtracting OxAO from
the second byte). The third and fourth bytes ai®@f(0xA1-OxFE). Note that the
plane 1 of CNS 11643 is encoded twice as code astl h part of code set 2.

5.Media Type

An Internet media type, originally called a MIMEpty after MIME and
sometimes a Content-type after the name of a headsveral protocols whose
value is such a type, is a two-part identifier fite formats on the Internet. The
identifiers were originally defined in RFC 2046 fose in e-mail sent through
SMTP, but their use has expanded to other protaral as HTTP and SIP.

A media type is composed of at least two partypa,ta subtype, and one or
more optional parameters. For example, subtype®exftype have an optional




charset parameter that can be included to inditadecharacter encoding, and
subtypes of multipart type often define a boundsetyveen parts.

Types or subtypes that begin with x- are nonstahdarthey cannot be
registered with IANA. Subtypes that begin with vade vendor-specific; subtypes
in the personal or vanity tree begin with prs.

5.1.Type text: Human-readable text and source code

v'Text/css: Cascading Style Sheets. Cascading St@etS (CSS) is a style
sheet language used to describe the presentatianigt the look and formatting)
of a document written in a markup language. Itstneosnmon application is to
style web pages written in HTML and XHTML, but tleeiguage can be applied to
any kind of XML document, including SVG and XUL.

v'Text/csv: Comma-separated values. A Comma sepavateds (CSV) file is
used for the digital storage of data structured table of lists form, where each
associated item (member) in a group is in associatith others also separated by
the commas of its set. Each line in the CSV fileeegponds to a row in the table.
Within a line, fields are separated by commas, dedti belonging to one table
column. CSV files are often used for moving tabulata between two different
computer programs, for example between a databagggm and a spreadsheet
program.

v'Text/html: HTML. HTML, an acronym for HyperText Maup Language, is
the predominant markup language for web pagesoltiges a means to describe
the structure of text-based information in a docatmeby denoting certain text as
links, headings, paragraphs, lists, etc.—and toplsmpent that text with
interactive forms, embedded images, and other thjétTML is written in the
form of "tags" that are surrounded by angle braxkdiML can also describe, to
some degree, the appearance and semantics of aneouand can include
embedded scripting language code (such as JavgStngt can affect the
behavior of Web browsers and other HTML processors.

v'Text/javascript (Obsolete): JavaScript. JavaScispta scripting language
used to enable programmatic access to objectsnwither applications. It is
primarily used in the form of client-side JavaStripr the development of
dynamic websites. JavaScript is a dialect of theMBScript standard and is
characterized as a dynamic, weakly typed, protehgmed language with first-
class functions. JavaScript was influenced by manguages and was designed to
look like Java, but to be easier for non-progransemwork with.

v'Text/plain: Textual data, Defined in RFC 2046 arft0R3676.

v Text/xml: Extensible Markup Language; Defined in(RB023.

5.2.Type video: Video

v'Video/mpeg: MPEG-1 video with multiplexed audio.PEG-1 is a standard
for lossy compression of video and audio. It isigiesd to compress VHS-quality
raw digital video and CD audio down to 1.5 MbitZ6(1 and 6:1 compression




ratios respectively) without excessive quality |Jossaking Video CDs, digital
cable/satellite TV and digital audio broadcastiDg\B) possible.

v'Video/mp4: MP4 video. MPEG-4 Part 14, formally |98Z 14496-14:2003,
is a multimedia container format standard specifisda part of MPEG-4. It is
most commonly used to store digital audio and digrideo streams, especially
those defined by MPEG, but can also be used te sttbrer data such as subtitles
and still images. Like most modern container fosnMPEG-4 Part 14 allows
streaming over the Internet. A separate hint trisckised to include streaming
information in the file. The official filename extsion for MPEG-4 Part 14 files is
.mp4, thus the container format is often referceditply as MP4.

v'Video/quicktime: QuickTime video. QuickTime is a himedia framework
developed by Apple Inc., capable of handling vasidormats of digital video,
media clips, sound, text, animation, music, andrantive panoramic images. It is
available for Mac OS (Mac OS 9, 8, 7, etc.), Mac X0&nd Microsoft Windows
operating systems.

v'Video/x-ms-wmv: Windows Media Video. Windows Medideo (WMV)
is a compressed video file format for several pedpry codecs developed by
Microsoft. The original codec, known as WMV, wasgorally designed for
Internet streaming applications, as a competitdrRéalVideo. The other codecs,
such as WMV Screen and WMV Image, cater for speedIcontent.

5.3. Type image

v'Image/gif: GIF image. The Graphics Interchange Fadr(&IF) is a bitmap
image format that was introduced by CompuServe9&7land has since come
into widespread usage on the World Wide Web dudtstonide support and
portability.

v'Image/jpeg: JPEG JFIF image. JPEG is a commonld usethod of
compression for photographic images. The degreemipression can be adjusted,
allowing a selectable tradeoff between storage smzé image quality. JPEG
typically achieves 10:1 compression with little gagptible loss in image quality.

v'Image/png: Portable Network Graphics. Portable MetwGraphics (PNG)
is a bitmapped image format that employs lossleda dompression. PNG was
created to improve upon and replace GIF (Graphtsré¢hange Format) as an
image-file format not requiring a patent license.

v'Image/svg+xml: SVG vector image. Scalable Vectoaghics (SVG) is a
family of specifications of XML-based file formadif describing two-dimensional
vector graphics, both static and dynamic (intevectir animated).

v'Imageltiff: Tag Image File Format. Tagged Images Fibrmat (abbreviated
TIFF) is a file format for storing images, includiphotographs and line art. It is
as of 2009 under the control of Adobe Systems.i@ally created by the company
Aldus for use with what was then called "desktopl@hing”, the TIFF format is
widely supported by image-manipulation applicatiohg publishing and page
layout applications, by scanning, faxing, word @ssing, optical character
recognition and other applications.




v'Image/vnd.microsoft.icon: ICO image. The ICO filmrhat is an image file
format used for icons in Microsoft Windows. The CUlR format for cursors is
almost identical, as the only differences are theniification byte and a
specification of a hotspot in the header.

5.4. Type audio: Audio

v'Audio/mpeg: MP3 or other MPEG audio MPEG-1. Audiayer 3, more
commonly referred to as MP3, is a patented digitalio encoding format using a
form of lossy data compression. It is a common @adidimat for consumer audio
storage, as well as a de facto standard of digitdlo compression for the transfer
and playback of music on digital audio players. M®&n audio-specific format
that was designed by the Moving Picture Expertsu@rd’he group was formed
by several teams of engineers at Fraunhofer lI&rlangen, Germany, AT&T-
Bell Labs in Murray Hill, NJ, USA, Thomson-Brandind CCETT as well as
others. It was approved as an ISO/IEC standar@¥i 1

v'Audio/x-ms-wma: Windows Media Audio. Windows Mediadio (WMA)
is an audio data compression technology develogellibrosoft. The name can
be used to refer to its audio file format or itd@ucodecs. It is a proprietary
technology that forms part of the Windows Medianfeavork. WMA consists of
four distinct codecs. The original WMA codec, knowimply as WMA, was
conceived as a competitor to the popular MP3 aradlARelio codecs.

v'Audio/vnd.rn-realaudio: RealAudio. RealAudio is mprietary audio format
developed by RealNetworks. It uses a variety ofi@eddecs, ranging from low-
bitrate formats that can be used over dialup modémkigh-fidelity formats for
music. It can also be used as a streaming audmatpithat is played at the same
time as it is downloaded. In the past, many interadio stations used RealAudio
to stream their programming over the internet ial rme. In recent years,
however, the format has become less common andias way to more popular
audio formats. It is used heavily by the BBC wedssit

v'Audio/x-wav: WAV audio. WAV (or WAVE), short for Waeform audio
format, also known as Audio for Windows|[2], is adstisoft and IBM audio file
format standard for storing an audio bitstream @s.RAt is an application of the
RIFF bitstream format method for storing data ihtfioks”, and thus also close to
the IFF and the AIFF format used on Amiga and Mash computers,
respectively. It is the main format used on Wind®ystems for raw and typically
uncompressed audio. The usual bitstream encoditieiPulse Code Modulation
(PCM) format.

5.5. How multimedia data are included in HTTP mgssa
Multipurpose Internet Mail Extensions (MIME) is &rternet standard that
extends the format of e-mail to support:
= Text in character sets other than ASCII
= Non-text attachments
wMessage bodies with multiple parts
wHeader information in non-ASCII character sets




MIME's use, however, has grown beyond describiegctintent of e-mail to
describing content type in general, including foe tveb.

Virtually all human-written Internet e-mail andairty large proportion of
automated e-mail is transmitted via SMTP in MIMEm@t. Internet e-mail is so
closely associated with the SMTP and MIME standé#ndsit is sometimes called
SMTP/MIME e-mail.

The content types defined by MIME standards are alsmportance outside
of e-mail, such as in communication protocols KKETP for the World Wide
Web. HTTP requires that data be transmitted irctivgext of e-mail-like
messages, even though the data may not actua#iyniesl.

MIME is specified in six linked RFC memoranda: RE@45, RFC 2046, RFC
2047, RFC 4288, RFC 4289 and RFC 2049, which tegetbfine the
specifications.

. From: alice@crepes.fr
MIME version \ To: bob@hamburger.edu
Subject: Picture of yummy crepe.
method used ! y y crep

" MIME-Version: 1.0
to encode data Content-Transfer-Encoding: base64

rreliredisdiaia »Content-Type: image/jpeg

type, subtype,

parameter declaraton .|
/ ...... base64 encoded data
encoded data foans




Chapter 3.

1. Markup and rendering
1.1. Markup language

A markup language is a set of annotations to text describe how it is to be
structured, laid out, or formatted. Markup langusageight be manuscript form
(often marks among or alongside text describingiired formatting or binding),
or they might be markup codes used in computersgfteg and word-processing
systems.

The former are also commonly used to describedhaired layout of papers,
articles, standards, or books. The latter tend ntorbée used to instantiate a
particular document and nowadays are not geneuaky directly by authors.The
code used to specify the formatting are called.tags

Various markup languages used are SGML , HTML , Xkitd the latest
being WML.

1885
191

= lag licimik
“ubilishing SGML I
Challenges
Wieh
Frezentation  HTML |
Challenges

1506

Carta
Resprre=emit aktinn XML |
[hallemges

By markup language we mean a set of markup coruentised together for
encoding texts. A markup language must specify whatkup is allowed, what
markup is required, how markup is to be distingedslirom text, and what the
markup means.

Historically, markup was used to refer to:

The process of marking manuscript copy for typesgttith directions for use
of type fonts and sizes, spacing, indentation, @tom the Chicago Manual of
Style, the bible of most publishers.)

Electronic Markup originally referred to the intatn sometimes invisible
codes in documents which described the formatting.




In WYSIWYG systems, the system inserts the codesedrly WYSIWYG
systems such as Wordstar, the markup is visiblescreen.

Markup can be classified as one of two types:

& Procedural Markup which is concerned with the apgaze of text - its font,
spacing etc.

& Descriptive or Declarative Markup which is concetwéth the structure or
function of the tagged item.

Markup Langauges permit you to use your informafionapplications beyond
traditional publishing. For example:

*World Wide Web home pages

*Information databases

*Diagnostic/expert systems

*Electronic mail

+*Hypermedia and hypertext documents
*Database publishing

+*CD-ROM publishing

¢+Interactive Electronic Technical Manuals (IETMs)

+Electronic review

1.2. Visualise an HTML document using an web browse

The HTML document is displayed in a browser. Wisad browser? A browser
is an application that is installed on the clierdcmne. The browser reads the
HTML source code and displays the page as instlucte

A browser is used to view Web pages and navigateugh it. The earliest
known browser was Mosaic developed by the Nati@wadter for Supercomputing
Applications (NCSA). Today there are many browseailable for browsing the
Internet. Netscape’s Navigator and Microsoft’'s inet Explorer are two popular
browsers in use. For the user, a browser is eaggddecause it provides a point-
and-click graphical interface.




To create the source document,an HTML editor isiireqd. There are several
editors in use today: Microsoft FrontPage is a cahensive tool that can be used
to create, design, and edit Web pages. We canaalddext, images, tables and
other HTML elements to the page. In addition, arfazan be created through
FrontPage. Once we create the interface, the FagetEditor creates the required
HTML code. We can also use Notepad to create thillH@ocument. In order to
view the document in a browser you have to savaltiteiment with a .htm/.html
extension.

HTML command are called Tags. Tags are used toralotite content and
appearance of the HTML document. The “opening tegya “ < >" pair of
brackets. This indicates the beginning of the HTdimmand. The “closing tag”
is represented as “</ >” to indicate the end ofHi®L command.

2. Syntax of HTML
2.1. Structure of an HTML Document

An HTML document has three basic sections:

»The HTML Section: Every HTML document must begirthwan opening
HTML tag and end with a closing HTML tag.

<HTML> ... </HTML>

The HTML tag tells the browser that the contentwasn these two tags is an
HTML document.

»The header Section: The header section beginsatRlEAD> tag and
is closed with a </HEAD> tag. This section contating title that is displayed in
the navigation bar of the Web page. The title ftsekenclosed within the TITLE
tag, which begins with a <TITLE> and is closed vatk/TITLE>.

The title is of considerable importance. Bookmaaiks used to mark a web site.
The browser uses the “title” to store the bookmaklso, when the users are
searching for information, the title of the Web pagrovides the vital keyword
that the user is “searching”.

»The body Section: This comes after the HEAD sectibhe BODY
section contains the text, images and link that waumt to display in your Web
page. The BODY section begins with a <BODY> tag ands with a </BODY>.




Example

Example
<HTML>
<HEAD>
<TITLE> Welcome to the world of
HTML</TITLE>
</HEAD>
<BODY>
<P>This is going to be real fun </P>
</BODY>
</HTML>

2.2. Introduce basic tags

Generally, the first line of an HTML page will beHEADING tag. If you
think about a HEADING as part of an outline of acdment, the first HEADING
(<H1></H1>) tag is roman numeral one, a secondlleeading (<H2></H2>)
would be roman numeral two, and so on. In mosts;ake first heading on a web
page will be the same as, or similar to, the docurtide to let people know right
off what the page is about.

<H1> is the largest size heading, which you wouddnmally use at the start of a
document. <H6> is the smallest, with <H2> to <H3>arying sizes in between
them.

2.2.1.Page formatting tags:
These tags affect how the text is spaced on a page:

> <P> </P> - Paragraph. Inserts an empty line (k& double-spacing
in word processing).

The spaces between this line and the line abovébaludv are examples of
paragraph tags.

> <HR> - Horizontal line. Useful for breaking up deats of your
page. Creates a shadowed line across the pagesh@dewed line you see below
this text is an example of the <HR> tag. The <HRz it one of those exceptions |
mentioned, and doesn't need a closing tag.

> <BR> - Line break. Doesn't insert a space betwaws| just forces
a break between lines of text. TIP: if you wantteate blank lines on your page,
use multiple <BR> tags, not the <P> tag as the benwnly sees the first <P> tag




and ignores the others but sees and creates abigak for all <BR> tags.
The space (or lack of it, actually) between threeliand the line above it is an
example of a line break. The <BR> tag doesn't meeldsing tag.

2.2.2.Text style tags:

Text style tags affect the appearance of text quage. You already know
about text style tags as you use them all the imeord processors like MS
Word. When you select text and click on the B huitoMS Word your text turns
bold, right? HTML works the same way, but we needd¢e HTML tags to tell the
browser what text style to use.

The two most useful text style tags are:

<B> ... </B> - Bold
<B>Example of bold text tag.</B>

<I> ... </I> - Italics
<|>Example of italicized text tag at work.</I>

Text Formatting Tags

Tag Description

<b> Defines bold text

<big> Defines big text

<em> Defines emphasized text

<i> Defines italic text

<small> Defines small text

<strong> Defines strong text

<sub> Defines subscripted text
<sup> Defines superscripted text
<ins> Defines inserted text

<del> Defines deleted text

<s> Deprecated. Use <del> instead
<strike> Deprecated. Use <del> instead
<u> Deprecated. Use styles instead
2.2.3. Tables

Tables are defined with the <table> tag. A tabldivéded into rows (with the
<tr>tag), and each row is divided into data c@llgh the <td> tag). The letters td




stands for "table data," which is the content dfaga cell. A data cell can contain
text, images, lists, paragraphs, forms, horizontigs, tables, etc.

Example

<table border="1">
<tr>

<td>row 1, cell 1</td>
<td>row 1, cell 2</td>
<[tr>

<tr>

<td>row 2, cell 1</td>
<td>row 2, cell 2</td>
<[tr>

</table>

How it looks in a browser: row 1, cell 1row 1, cell 2
row 2, cell Lrow 2, cell 2
2.2.4.The Image Tag and the Src Attribute
In HTML, images are defined with the <img> tag.

The <img> tag is empty, which means that it corgtatiributes only and it has
no closing tag.

To display an image on a page, you need to ussrthattribute. Src stands for
"source". The value of the src attribute is the UBfLthe image you want to
display on your page.

The syntax of defining an image:
<img src="url" />
The URL points to the location where the imagetsezl. An image named

"boat.gif" located in the directory "images" on "ww3schools.com” has the
URL: http://www.w3schools.com/images/boat.qgif.

The browser puts the image where the image tagreadouthe document. If
you put an image tag between two paragraphs, tbevder shows the first
paragraph, then the image, and then the secondrpata

2.2.5.Hyperlinks, Anchors, and Links




In web terms, a hyperlink is a reference (an adjresa resource on the web.

Hyperlinks can point to any resource on the webHaiML page, an image, a
sound file, a movie, etc.

An anchor is a term used to define a hyperlinkidasbn inside a document.

The HTML anchor element <a>, is used to define Ihgiherlinks and anchors.
We will use the term HTML link when the <a> elem@uaiints to a resource, and
the term HTML anchor when the <a> elements defiapsaddress inside a
document..

An HTML Link

Link syntax:

<a href="url">Link text</a>

The start tag contains attributes about the link.

The element content (Link text) defines the patiedaisplayed.

Note: The element content doesn't have to be Yadu.can link from an image or
any other HTML element.

The href Attribute

The href attribute defines the link "address".

This <a> element defines a link to HUT:

<a href="http://www.hut.edu.vn/">Visit HUT!</a>
The code above will display like this in a browser:

Visit HUT!

2.2. Introduce frame tags and input elements
2.2.1. Frame tags

With frames, you can display more than one HTML wuoent in the same
browser window. Each HTML document is called a fearand each frame is
independent of the others.




The disadvantages of using frames are:
A The web developer must keep track of more HTML doents
A 1t is difficult to print the entire page

The Frameset Tag
The <frameset> tag defines how to divide the windaw frames
Each frameset defines a set of rows or columns

The values of the rows/columns indicate the amafnscreen area each
row/column will occupy

The Frame Tag
The <frame> tag defines what HTML document to pt each frame

In the example below we have a frameset with twlaroas. The first column
is set to 25% of the width of the browser windovineTsecond column is set to
75% of the width of the browser window. The HTMLadmnent "frame_a.htm" is
put into the first column, and the HTML documemathe b.htm" is put into the
second column:

Example
<frameset cols="25%,75%">
<frame src="frame_a.htm"p
<frame src="frame_b.htm"»
</frameset>

2.2.2 HTML Input Elements

Once we create a form, we can place controls offotime to accept input from
the user. These controls are generally used wih@RM> element. However, we
can also use them outside a form to create usarfaces.

The INPUT element

The <INPUT> element defines the type and appeararicthe control to be
displayed on the form. The attributes of the elenaee:




Attributes

Description

TYPE This specifies the type of element. We havehaice of
TEXT, PASSWORD, CHECKBOX, RADIO, SUBMIT,
RESET, FILE, HIDDEN and BUTTON. The default is
TEXT.

NAME This specifies the name of control.

VALUE This is an optional attribute that specifig® initial value of
the control. However, if the TYPE is RADIO then Wwave
to specify a value.

SIZE This specifies the initial width of the corltro

MAXLENGTH This is used to specify the maximum numloé characters
that can be entered in the TEXT or PASSWORD element
The default is unlimited.

CHECKED This is a Boolean attribute that speciffethe button is on.
This attribute is used when the input type is RADMD
CHECKBOX

SRC SRC = “URL". This is used when we are usingMAGE
as the input type.

Button

Name Description

NAME This sets or retrieves the name of the control

SIZE This sets or retrieves the size of the control

TYPE This retrieves the type of intrinsic contrepresented by the
<INPUT type=button>.

VALUE This sets or retrieves the value of the <INPtype=button>.

Example

<INPUT TYPE=button VALUE="click” NAME="b1">

Text

This creates a single-line text entry control. BH8E attribute defines the number
of characters that can be displayed in the Texmnefd. The MAXLENGTH
attribute specifies the maximum number of characteat can be entered in the

Text element.

Example

<INPUT TYPE=text VALUE="" NAME="textbox” SIZE=20:




The element Value here displays the initial tekhgtand retrieves the text that is
specified when the form is submitted.

Checkbox

This creates a checkbox. The user can select rhare dne checkbox. When a
checkbox element is selected, a name/ value paubsnitted with the FORM.

The default value of checkbox is on. The checkbement is an inline element
and does not require a closing tag.

Name Description

CHECKED This sets or retrieves the state of theekbex.

NAME This sets or retrieves the name of the chegkbo

SIZE This sets or retrieves the size of the chexkbo

STATUS This sets or retrieves whether the checkb®elected.

TYPE This sets or retrieves the type of intrinsinitrol represented
by the <INPUT type=checkbox>.

VALUE This sets or retrieves the value of the <INPU

type=checkbox>.
Radio

This creates a radio button control. A radio buttmmtrol is used mutually for
exclusive sets of values. Each radio button conitrdhe group should be given
the same name. The user can select only one ogtiany given time. Only the
selected radio button in the group generates a ivatae pair in the submitted
data. Radio buttons require an explicit value priype

Name Description

CHECKED This sets or retrieves the state of théorhdtton.

NAME This sets or retrieves the name of the control

SIZE This sets or retrieves the size of the control

STATUS This sets or retrieves whether the radiddouis selected.

TYPE This retrieves the type of intrinsic contrepresented by the

<INPUT type=radio>.

VALUE This sets or retrieves the value of the <INPtype=radio>.

Example

<INPUT TYPE=radio NAME="sex” VALUE="male”>Male




Chapter 4
1.Stylesheet

1.1What are style sheets?

Style sheets describe how documents are presentect@ens, in print, or
perhaps how they are pronounced. W3C has activelngted the use of style
sheets on the Web since the Consortium was fouimd&@94. The Style Activity
has produced several W3C Recommendations (CSSR2,&Path, XSLT). CSS
especially is widely implemented in browsers.

By attaching style sheets to structured documemts® Web (e.g. HTML),
authors and readers can influence the presentatidocuments without
sacrificing device-independence or adding new HTisls.

The easiest way to start experimenting with stigksess is to find a browser
that supports CSS. Discussions about style sheetsaaried out on the www-
style@w3.org mailing list and on
comp.-infosystems.-www.-authoring.-stylesheets.

The W3C Style Activity is also developing XSL, whiconsists of a
combination of XSLT and “Formatting Objects” (XSIOF.

1.2 How do | use a style sheet?

A style sheet is saved as a separate documerm ivant a web page to follow
the rules outlined in a style sheet, it must cangalink to the style sheet. When a
browser requests a web page, the web page wiltdinke style sheet, which will
in turn instruct the browser to display the webgaging the style attributes
defined in the style sheet.

1.3 What are the advantages of style sheets?

Style sheets ensure visual continuity throughasitea By referring to the same
style sheet, all pages in a site can display theesaylistic qualities.

Style sheets simplify your site's maintenance. &ycentrating your style
definition in one external file, any change you letpent in your style sheet will




instantly apply to all the web pages linked to it.

By pulling the style definitions out of your paggeu will make them smaller and
faster to download. This will allow you to make ra@&fficient use of your web
server space and your data transfer allowance.

1.4 The advantages of separating structure anemison

For principals

Simple managementThanks to the separation of presentation and ngrde
change in layout is easy to implement for the wistle. Even a redesign is
relatively easy to implement.

The smaller individual files and the caching memgid beforesave bandwidth
by the web host. Besides improved performance cimsalso result in cost cuts.

For web developers and content managers

Separating the presentation of the site resulgeifrorganised content and
simple structure. This renders construction anchteaance of the site easier.

Because the presentation is centralised in ondew diles, the appearance of
many pages in the site can be modified and suppledeajuickly and easily.
Without the separation of structure and designh gage would have to be
modified individually, which would take considerghhore time. A centralised
presentation may also result in a consistent appearof the site.

Often several developers are responsible for thetoaction of a website.
Thanks to the separation principle, developerdaayely work on the appearance
and the content/structure of the site independieeach other. This speeds up the
production process and reduces the chance of flaws.

For visitors

Consistency in the appearance of the sitmakes a site more recognisable and
therefore easier to use.

Individual files are smaller which resultsshorter download times and
saving the visitor bandwidth for the visitor.

Visitors can easilynfluence the presentatiorof a website so that it meets
their preferences better by means of User Style Sheets

1.5 Example

Example 1:
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Wikipedia uses structural markup to identify hegdinlists, and paragraphs, and
CSS to define their visual propertiegvw.wikipedia.org

Forest of the Departed

From Wikipedia, the Nree encyclopedia.

H1 {
display: block;
font-size: 2em;
margin: .67 __ _gem @ .67em @;
font-weight: bold; }

Fosret of the Iboparted. H2 |
The Forest of the Departed (in Spaniss Sosger de for| display: block:
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Inauguration display: block;

margin: 1.8___qgem @px: }

Figure 2.: When structured documents are displayébout styles, the client

software determines the visual formatting. Here, structured Wikipedia page is
displayed without styles in Safari. Select Saftylesdefinitions are shown in the
inset.www.wikipedia.org

Example 2: HTML document is more readable with CSS




CSS has far more formatting options than standaft¥H presentation markup.
And since content and presentation are separate,dooument can have many
different designs simply by applying a differentlstsheet (Figure 3).
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When content and presentation are separate, dkeforanats are easy to provide
by applying a different style sheet. Through linlstgle sheets, Boxes and Arrows
allows users to choose between regular (1), lasge{R), and print (3) versions.
www.boxesandarrows.com

Example 3: An HTML document can be displayed with dferent styles

Style 1



File Edit Wiew History Bookmarks  Tools  Help

@ >

3

12t |E http: }fwwr.w3schools.com{CSs{demo._default.htm

P cetting Started [ Latest Headlines

| LJ HTML 2HTML €55 Book Examples i | B 53 syntak || (W Definition of " attributes’ in Englsh- V... | | 5% €SS in Action =

View the styles: Heading 1

:’VfEW Style 1} This is some text in a paragraph.

3:2: : izg This is another paragraph.

Without styles Heading 2

View the Name [E-mail |Phone

stylesheets: Doe, John [idoe@example.com [555-780-7222
Srmith, Eva |esmith@exarmple.com |555-324-3893

Stylel

Style2

Style3 Heading 3

Wisit our Home Page or our CSS Tutorial,
wi'hat you should already know:

I. HTML
II. XHTML

Favorite drinks:
© Smoothie

© Green tea
¢ Coffee

s w3schools.com/€55/demo_style_main, asp?style=stylel

Bl Edit  Wiew Hitory Bookmarks Tocls  Help

@&

2% |EE retogpunm.waschools.comiCSSidems_deFault.him

[x[&]

P Getting Started 5 Latest Headlines

|;| HTML #HTML C55 Book Examples . !

S €55 Synkax [

(P Defirition of " attributes” in English - V... | | &% €SS in Action

View the styles:

Wiew Stylel
i o

iew Styles

THithout styles

View the
stylesheets:

Stylel

Style2
Style3

Heading 1

This is some text in & paragraph

This is another paragraph,

Heading 2

Name E-mail Phone

Doe, John idoe@@example.com 555-789-7222
Smith, Eva esmithi@example com 555-324-3693
Heading 3

Wisit our Home Page or our ©S8 Tutorial
Wihat you should already know

1. HTWL
2. KHTML

Favarite drinks.

* Smoothie
* Greeniea
* Coffee




Firefox

File Edit  ¥iew History Bookmarks  Tools  Help

2% [ZE hetpsdiwim awsschools com/Cs5idemo_defauk btm

Q::F‘ - =

[ 5] [IG

2P cetting Started ) Latest Headlines

[} HTML %HTML €55 Book Examples % €55 Syntax

(W) Definition of * attributes™ in English = ¥..,

| E% cs5 in Action

View the styles:
Wiew Stylel
Miew doileg Heading 1
This is some textin a paragraph.
TWithout styles o
This is another paragraph.
View the .
stylesheets: Heading 2
Stde 1 Name E-mail Phone
Style2 Doe, John jdoe@example. com 555-789-7222
Sryle3 smith, Eva esmith@example. com S555-324-3693

Heading 3

Wisit our Home Page or our CSS Tutorial,

Yhat you should already know
I, HTML

II. XHTML

Favorite drinks:
< Smoothie
@ Greentea
< Coffes

Done

Thursday, Janua

And without styles

Action - Mozilla Firefox

Eile  Edit  Yiew Higtory Bookmarks  Tools  Help

&> -&

""" |2 hetp: ffuswm.wiaschools .com{CSS{dems_deFault.him

4 Getting Starked 5 Latest Headlines

L1 HTML %HTML €55 Book Examples: | % C55 Synkax | (W Definition of " attributes’ in English - ... | | &% €55 in Action ail=
-~
View the styles: = =
Heading 1
Wiew Stylel
Wiew Style2 This is some text in a paragraph
Wiew Style3
This is another paragraph,
TWith !
View the Heading 2
stylesheets:
Name E-mail FPhone
Stylel
S—t% Doe, Tohn lidoe@esample.com 555.789-7222
Style3 Smith, Eva e smith@exarmple. com 555.324.3693
Heading 3
Wisit our Home Page or our CES Tutorial
“What you should already know:
1. HTMIL
2. MHTMIL
Favorite drinks: =
* Smoothie
P £ b
Dane

2. Accessibility




2.1 Structure vs. Presentation

When designing a document or series of documenotstent developers should
strive first to identify the desired structure filreir documents before thinking
about how the documents will be presented to ther.uBistinguishing the
structure of a document from how the content issgméed offers a number of
advantages, including improved accessibility, maabagity, and portability.

Identifying what is structure and what is preseatamay be challenging at times.
For instance, many content developers consider thathorizontal line
communicates a structural division. This may bee tfor sighted users, but to
unsighted users or users without graphical browsetsorizontal line may have
next to no meaning. For example, in HTML contentedepers should use the
HTML 4.01 [HTML4] heading elements (H1-H6) to identify new sectidrtsese
may becomplementetby visual or other cues such as horizontal ribdes should
not be replaced by them.

The inverse holds as well: content developers shioat use structural elements to
achieve presentation effects. For instance in HTMiyen though the
BLOCKQUOTE element may cause indented text in sbrogvsers, it is designed
to identify a quotation, not create a presentatsute-effect. BLOCKQUOTE
elements used for indentation confuse users andrseabots alike, who expect
the element to be used to mark up block quotations.

The separation of presentation from structure inLXébcuments is inherent. As
Norman Walsh states in "A Guide to XMPVALSH],

HTML browsers are largely hardcoded. A first lelelading appears the way it
does because the browser recognizes the H1 tadgn,Agiace XML documents

have no fixed tag set, this approach will not worke presentation of an XML

document is dependent on a stylesheet.

2.2 Text equivalents

Text is considered accessible to almost all usacest may be handled by screen
readers, non-visual browsers, and braille readéemhay be displayed visually,
magnified, synchronized with a video to create ptioa, etc. As you design a
document containing non-textual information (imageapplets, sounds,
multimedia presentations, etc.), supplement thdbrmation with textual
equivalents wherever possible.

When a text equivalent is presented to the usduylfitls essentially the same
function (to the extent possible) as the origir@aitent. For simple content, a text
equivalent may need only describe the function orppse of content. For




complex content (charts, graphs, etc.), the textivatent may be longer and
include descriptive information.

Text equivalents must be provided for logos, phowmgmit buttons, applets,
bullets in lists, ASCII art, and all of the linksithin an image map as well as
invisible images used to lay out a page.

2.2.1 Overview of technologies
How one specifies a text equivalent depends oxdlcement language.

For example, depending on the element, HTML allaestent developers to
specify text equivalents through attributes (" ait""longdesc" ) or in element
content (the OBJECT element).

Video formats, such as QuickTime, will allow deysos to include a variety of
alternative audio and video tracks. SMILSMIL]) allows developers to
synchronize alternative audio and video clips, &xt files with each other.

In creating XML DTDs, ensure that elements thathhigeed a description have
some way of associating themselves with the desmnip

Some image formats allow internal text in the dia along with the image
information. If an image format supports such téstg., Portable Network
Graphics, se¢PNG]) content developers may also supply informatioerehas
well.

2.2.2 Backward Compatibility

Content developers must consider backward compatithen designing Web
pages or sites since:

- Some user agents do not support some HTML features,
- People may use older browsers or video players,
- Compatibility problems may arise between software

Therefore, when designing for older technologiessader these techniques:

- Provide inline text equivalents. For example, idelua description of the
image immediately after the image.

Provide links to long text equivalents either iditierent file or on the same page.
These are called description links or "d-links".eTimk text should explain that
the link designates a description. Where possib&hould also explain the nature
of the description. However, content developersceamed about how the




description link will affect the visual appearanoé the page may use more
discrete link text such as "[D]", which is recomrded by NCAM (refer to
[NCAMY]). In this case, they should also provide morermfation about the link
target so that users can distinguish links thatesh®]" as content (e.g., with the
"title" attribute in HTML).

2.2.3 Alternative pages

Although it is possible to make most content aabéssit may happen that all or
part of a page remains inaccessible. Additionahrieues for creating accessible
alternatives include:

1. Allow users to navigate to a separate page thatdgssible, contains the
same information as the inaccessible page, andaistamned with the same
frequency as the inaccessible page.

2. Instead of static alternative pages, set up sesider-scripts that generate

accessible versions of a page on demand.

Refer to the examples féramesandScripts

Provide a phone number, fax number, e-mail, or ghoatildress where

information is available and accessible, prefer@diyhours a day

B w

Here are two techniques for linking to an acceesiliiernative page:

1. Provide links at the top of both the main and ak#ive pages to allow a
user to move back and forth between them. For ebgnap the top of a
graphical page include a link to the text-only paayed at the top of a text-
only page include a link to the associated grapluage. Ensure that these
links are one of the first that users will tab §pgdacing them at the top of
the page, before other links.

2. Use meta information to designate alternative damnts1 Browsers should
load the alternative page automatically based ermusier's browser type and
preferences.

Not every user has a graphic environment with aseawr other pointing device.
Some users rely on keyboard, alternative keyboavwige input to navigate links,
activate form controls, etc. Content developerstransure that users may interact
with a page with devices other than a pointing cdeviA page designed for
keyboard access (in addition to mouse accesspedierally be accessible to users
with other input devices. What's more, designingage for keyboard access will
usually improve its overall design as well.

Keyboard access to links and form controls maypeeified in a few ways:

Image map links




Provide text equivalents for client-side image mag@as, or provide
redundant text links for server-side image mdpsfer to the image map
section for examples.

Keyboard shortcuts
Provide keyboard shortcuts so that users may canmbiystrokes to
navigate links or form controls on a pad¢ote. Keyboard shortcuts --
notably the key used to activate the shortcut -y & handled differently
by different operating systems. On Windows machittes "alt" and "ctrl"
key are most commonly used while on a Macintoshis ithe apple or
"clover leaf" key. Refer to th&eyboard access for linkand Keyboard
Access to Formsections for examples.

Tabbing order
Tabbing order describes a (logical) order for nairigg from link to link or
form control to form control (usually by pressinget"tab" key, hence the
name). Refer to thEeyboard Access to Fornsection for examples.

2.3 Device-independent control for embedded intexga

Some elements import objects (e.g., applets orimedtia players) whose
interfaces cannot be controlled through the matkoguage. In such cases,
content developers should provide alternative exjants with accessible
interfaces if the imported objects themselves dgpnavide accessible interfaces

2.4 Navigation

A consistent style of presentation on each pagevallusers to locate navigation
mechanisms more easily but also to skip navigath@chanisms more easily to
find important content. This helps people with feag and reading disabilities but
also makes navigation easier for all users. Pralligy will increase the
likelihood that people will find information at yowsite, or avoid it when they so
desire.

Examples of structures that may appear at the gdame between pages:

1. navigation bars
2. the primary content of a page
3. advertising

A navigation mechanism creates a set of paths mmag take through your site.
Providing navigation bars, site maps, and searcitufes all increase the
likelihood that a user will reach the informatidrey seek at your site. If your site
is highly visual in nature, the structure mighthH@eder to navigate if the user can't
form a mental map of where they are going or whbsey have been. To help
them, content developers should describe any niergeechanisms. It is crucial




that the descriptions and site guides be accessiite people who are lost at your
site will rely heavily on them.

When providing search functionality, content depels should offer search
mechanisms that satisfy varying skill levels angfgrences. Most search facilities
require the user to enter keywords for search tetdasrs with spelling disabilities
and users unfamiliar with the language of your s¥i# have a difficult time
finding what they need if the search requires merépelling. Search engines
might include a spell checker, offer "best guedtgraatives, query-by-example
searches, similarity searches, etc.

2.5 Comprehension

The following sections discuss techniques for mgjmomprehension of a page or
site.

2.5.1 Writing style

The following writing style suggestions should helake the content of your site
easier to read for everyone, especially people wihding and/or cognitive

disabilities. Several guides (includifig ACKERY]) discuss these and other writing
style issues in more detail.

1. Strive for clear and accurate headings and linkcrd@sons. This includes
using link phrases that are terse and that maksesemen read out of
context or as part of a series of links (Some ubssa/se by jumping from
link to link and listening only to link text.) Usaformative headings so that
users can scan a page quickly for information rathan reading it in
detail.

2. State the topic of the sentence or paragraph didgmning of the sentence
or paragraph (this is called "front-loading"). Tkigl help both people who
are skimming visually, but also people who use epesynthesizers.
"Skimming" with speech currently means that ther jismps from heading
to heading, or paragraph to paragraph and lisenpgst enough words to
determine whether the current chunk of informatjbeading, paragraph,
link, etc.) interests them. If the main idea of gagagraph is in the middle
or at the end, speech users may have to listenost of the document
before finding what they want. Depending on what tiser is looking for
and how much they know about the topic, searchufeatmay also help
users locate content more quickly.

3. Limit each paragraph to one main idea.

4. Avoid slang, jargon, and specialized meanings ofilfar words, unless
defined within your document.




5. Favor words that are commonly used. For exampke,'lnsgin” rather than
"commence" or use "try" rather than "endeavor."

6. Use active rather than passive verbs.

7. Avoid complex sentence structures.

To help determine whether your document is easye#m, consider using the
Gunning-Fog reading measure (describedSROOL] with examples and the
algorithm online afTECHHEAD]). This algorithm generally produces a lower
score when content is easier to read. As exampldtse the Bible, Shakespeare,
Mark Twain, and TV Guide all have Fog indexes obath6. Time, Newsweek,
and the Wall St. Journal an average Fog index ofiabl

2.5.2 Multimedia equivalents

For people who do not read well or not at all, im#tdia (non-text) equivalents
may help facilitate comprehension. Beware that mmgltlia presentations do not
always make text easier to understand. Sometimes, mutan@esentations may
make it more confusing.

2.6 Content negotiation
There are a variety of strategies to allow usesetect the appropriate content:

1. Include links to other versions of content, suclrasslations. For example,
the link "Refer to the French version of this doemti links to the French
version.

2. Indicate content type or language through markupg.,(eén HTML use
"type" and "hreflang").

3. Use content negotiation to serve content per thentclrequest. For
example, serve the French version of a documertliémts requesting
French.

2.7 Automatic page refresh

Content developers sometimes create pages thashhedr change without the user
requesting the refresh. This automatic refresh lmarvery disorienting to some
users. Instead, in order of preference, authorsldho

1. Configure the server to use the appropriate HTBRistcode (301). Using
HTTP headers is preferable because it reduces nhttetraffic and
download times, it may be applied to non-HTML doemts, and it may be
used by agents who requested only a HEAD request, (nk checkers).
Also, status codes of the 30x type provide inforamatsuch as "moved




permanently" or "moved temporarily" that cannot dieen with META
refresh.

2. Replace the page that would be redirected withaticspage containing a
normal link to the new page.

2.8 Screen flicker

A flickering or flashing screen may cause seizuresisers with photosensitive

epilepsy and content developers should thus avaitiog the screen to flicker.

Seizures can be triggered by flickering or flashimghe 4 to 59 flashes per second
(Hertz) range with a peak sensitivity at 20 flaspes second as well as quick
changes from dark to light (like strobe lights).

2.9 Bundled documents
Bundled documents can facilitate reading offline.cfeate a coherent package:

Use metadata to describe the relationships betveeemponents of the
package (refer tbnk metadatdor HTML).

Use archiving tools such as zip, tar and gzip, &ndfflt to create the
package.

2.10 Validation

This section discusses strategies and techniquetesting Web documents to

determine accessibility issues that have been wvedoand those that haven't.

These tests should highlight major access issugbaee valuable in reducing a

number of accessibility barriers. However, somehafse testing scenarios only

replicate conditions caused by a disability; theyndt simulate the full experience

a user with a disability might have. In real-lifettings, your pages may be less
usable than you expected. Thus, one of the stesegicommends that content
developers observe people with different disab8itas they attempt to use a page
or site.

If, after completing the following tests and adjngtyour design accordingly, you
find that a page is still not accessible, it iselik that you should create an
alternative pagéhat is accessible.

2.10.1 Automatic validators

A validator can verify the syntax of your pageg(eHTML, CSS, XML). Correct
syntax will help eliminate a number of accessipiptoblems since software can
process well-formed documents more easily. Alsmeswgalidators can warn you
of some accessibility problems based on syntaxealery., a document is missing




an attribute or property that is important to asdakty). Note, however, that
correct syntax does not guarantee that a documériteraccessible. For instance,
you may provide a text equivalent for an image ediog to the language's
specification, but the text may be inaccurate sufficient. Some validators will
therefore ask you questions and step you througie subjective parts of the
analysis. Some examples of automatic validatonsidec

1. An automated accessibility validation tool suctBabby (refer to

[BOBBY])).
2. An HTML validation service such as the W3C HTML \ation Service

(refer to[HTMLVAL)).

3. A style sheets validation service such as the W3S ¥alidation Service

(refer to[ CSSVAL).
2.10.2 Repair tools

Validators usually report what issues to solve aftdn give examples of how to
solve them. They do not usually help an author whitkugh each problem and
help the author modify the document interactivelyhe WAI Evaluation and
Repair Working Group[\(WAI-ERY]) is working to develop a suite of tools that will
help authors not only identify issues but solvertheteractively.

2.10.3 User scenarios

Keep in mind that most user agents (browsers) aedating systems allow users
to configure settings that change the way softwaoks, sounds, and behaves.
With the variety of user agents, different user have very different experiences
with the Web. Therefore:

1. Test your pages with a text-only browser such asxLfLYNX]) or a Lynx
emulator such as Lynx VieweL{Y NXVIEW]) or Lynx-me [LYNXME]).

2. Use multiple graphic browsers, with:

o sounds and images loaded,

o Iimages not loaded,

o sounds not loaded,

o NO mouse,

o frames, scripts, style sheets, and applets noethad

3. Use several browsers, old and neMote. Some operating systems or
browsers do not allow multiple installations of theowser on the same
machine. It may also be difficult to locate oldeowser software.

4. Use other tools such as a self-voicing browser.,(E2§VWEBSPEAK]Jand
[HOMEPAGEREADER)], a screen reader (e.g.,[JAWS] and
[WINVISION]), magnification software, a small display, an oasa
keyboard, an alternative keyboard, dtinte. If a Web site is usable with
one of these products it does not ensure thatitdevgl be usable by other




products. For a more detailed list of assistivénebogies used to access
the Web refer to ALTBROWSERS]

2.10.4 Spell and grammar checks

A person reading a page with a speech synthesiagmiot be able to decipher the
synthesizer's best guess for a word with a spetiimgr. Grammar checkers will
help to ensure that the textual content of yourepegcorrect. This will help
readers for whom your document is not written iaitlnative tongue, or people
who are just learning the language of the documBmis, you will help increase
the comprehension of your page.

2.11 Browser Support

Please refer to the W3C Web sifgVAI-UA-SUPPORT]) for information about
browser and other user agent support of accesgitaktures.

In general, please note that HTML user agents gattributes they don't support
and they render the content of unsupported elements

2.12 Technologies Reviewed for Accessibility

"Web Content Accessibility Guidelines 1.0" suggestsng W3C technologies
since they have been reviewed for accessibilityuassand therefore have
accessibility features built in. The latest W3Chtealogies are available from the
W3C Technical Reports and Publicatiqrege.

Brief overview of current W3C technologies:

MathML for mathematical equations

HTML, XHTML, XML for structured documents

RDF for meta data

SMIL to create multimedia presentations

CSS and XSL to define style sheets

XSLT to create style transformations

PNG for graphics (although some are best expressd®G, a non-w3c
spec)

2.13 Audio information

Auditory presentations must be accompanied text transcripts textual
equivalents of auditory events. When these traptcriare presented
synchronously with a video presentation they ateed@aptionsand are used by
people who cannot hear the audio track of the vidaterial.




Some media formats (e.g., QuickTime 3.0 and SMIlgwacaptions and video
descriptions to be added to the multimedia clip.MbAallows captions to be
added. The following example demonstrates thatimaptshould include speech
as well as other sounds in the environment thas aelwers understand what is
going on.

Until the format you are using supports alternatirecks, two versions of the
movie could be made available, one with captiort descriptive video, and one
without. Some technologies, such as SMIL and SAdMow separate audio/visual
files to be combined with text files via a syncheaion file to create captioned
audio and movies.

Some technologies also allow the user to choose frultiple sets of captions to
match their reading skills. For more informatiore sthe SMIL 1.0 [SMIL])
specification.

Equivalents for sounds can be provided in the fofma text phrase on the page
that links to a text transcript or description bketsound file. The link to the
transcript should appear in a highly visible locatsuch as at the top of the page.
However, if a script is automatically loading a sduit should also be able to
automatically load a visual indication that the rsbis currently being played and
provide a description or transcript of the sound

2.14 Visual information and motion

Auditory descriptions of the visual track providarration of the key visual

elements without interfering with the audio or d@ge of a movie. Key visual
elements include actions, settings, body languggaphics, and displayed text.
Auditory descriptions are used primarily by peopleo are blind to follow the

action and other non-auditory information in videaterial.

Note. If there is no important visual information, fexample, an animated talking
head that describes (through prerecorded speech)ttiause the site, then an
auditory description is not necessary.

For movies, provide auditory descriptions that syechronized with the original
audio. Refer to the section arudio informationfor more information about
multimedia formats.

2.15 Collated text transcripts

Collated text transcripts allow access by peopléh vimoth visual and hearing
disabilities. They also provide everyone with thelity to index and search for
information contained in audio/visual materials.




Collated text transcripts include spoken dialogsewnell as any other significant
sounds including on-screen and off-screen soundsjanlaughter, applause, etc.
In other words, all of the text that appears inticegs as well as all of the
descriptions provided in the auditory description.

3. Link CSS with HTML

There are three ways to apply CSS to HTML.

3.1 In-line

In-line styles are plonked straight into the HTML tagsgghestyle  attribute.
They look something like this:

<p style="color: red">text</p>

This will make that specific paragraph red.

But, if you remember, the best-practice approactinas the HTML should be a
stand-alonepresentation freedocument, and so in-line styles should be avoided
wherever possible.

3.2 Internal

Embedded, ointernal styles are used for the whole page. Insidehbad tags, the
st yl e tags surround all of the styles for the page.

This would look something like this:

<IDOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Stri¢tEN"
"http:/mwww.w3.0rg/TR/xhtml1/DTD/xhtml1-strict.dtd

<html>

<head>

<title>CSS Example</title>

<style type="text/css">

p{

color: red;
}
a{

color: blue;
}

</style>




This will make all of the paragraphs in the pagkanad all of the links blue.

Similarly to the in-line styles, you should keep tHTML and the CSS files separate, and
so we are left with our saviour...

3.3 External

External styles are used for the whole, multiple-page web3ihere is @eparate
CSS file which will simply look something like:

p{

color: red;
}
a{

color: blue;
}

If this file is saved as "web.css" then it canibk&dd to in the HTML like this:

<IDOCTYPE html PUBLIC "-//W3C//[DTD XHTML 1.0 Stri¢tEN"
"http:/www.w3.0rg/TR/xhtml1/DTD/xhtml1-strict.dtd
<htm|>
<head>
<title>CSS Example</title>
<link rel="stylesheet" type="text/css" href="web.css" />

For example, let's say that your style sheet isawbstyle.cssand is located in a
folder namedstyle. The situation can be illustrated like this:

L0 wowewy. html.net

..... default. htm

Ellj style
o [ Jstyle.css

The trick is to create a link from the HTML documéddefault.htm) to the style
sheet (style.css). Such link can be created wighlioe of HTML code:

<link rel="stylesheet" type="text/csitef="style/style.css" />

Notice how the path to our style sheet is indicateidg the attributaref .




The line of code must be inserted in the headeiioseof the HTML code i.e.
between thechead> and</head> tags. Like this:

<html>
<head>
<title>My document</title>
<link rel="stylesheet" type="text/css" href="style/ style.css" />
</head>
<body>

This link tells the browser that it should use tagout from the CSS file when
displaying the HTML file.
The really smart thing is that several HTML docuiseran be linked to the same
style sheet. In other words, one CSS file can leel s control the layout of many

HTML documents.
=
"

stylecss Changes in the external
style sheet will =ffect
all HTML documents

E E

HTML deocumsents linking teo the same style sheet

This technique can save you a lot of work. If yéor, example, would like to
change the background color of a website with 18@ep, a style sheet can save
you from having to manually change all 100 HTML downts. Using CSS, the
change can be made in a few seconds just by chamgia code in the central
style sheet.

4. Systax of CSS




4.1 What is CSS?

CSSstands foCascadindstyle Sheets

Styles define how to display HTML elements
Styles are normally stored in Style Sheets

Styles were added to HTML 4.0 to solve a problem
External Style Sheets can save a lot of work
External Style Sheets are stored in CSS files
Multiple style definitions will cascade into

4.2 CSS Syntax

The CSS syntax is made up of three parts: a selecfwoperty and a value:

selector {property:value}

gselector {propertvy: valus;}

T R\ The ~<wralus of
What HTHL the property
tag(s) does bhackground color
the property could be red for
apply to examp le ("#FFO000")

(e.g. "body"™) The property
could for
example he
the background
color

("background-color™)
The selector is normally the HTML element/tag yashwto define, the property is
the attribute you wish to change, and each promenytake a value. The property
and value are separated by a colon, and surroundedrly braces:
body {color:black}
Note: If the value is multiple words, put quotes arotimel value:
p {font-family:"sans serif"}
Note: If you want to specify more than one property, youst separate each
property with a semicolon. The example below shtww to define a center

aligned paragraph, with a red text color:

p {text-align:center;color:red}




To make the style definitions more readable, yon dascribe one property on
each line, like this:

P

{
text-align:center;
color:black;
font-family:arial

}

Grouping

You can group selectors. Separate each selectbravdiomma. In the example
below we have grouped all the header elements.h@iider elements will be
displayed in green text color:

h1,h2,h3,h4,h5,h6
{

color:green

The class Selector

With the class selector you can define differewkest for the same type of HTML
element.

Say that you would like to have two types of paagius in your document: one
right-aligned paragraph, and one center-aligneadgraph. Here is how you can
do it with styles:

p.right {text-align:right}
p.center {text-align:center}

You have to use the class attribute in your HTMktwuoent:

<p class="right">This paragraph will be righligned.</p:
<p class="center">This paragraph will be centegradid.</p>

Note: To apply more than one class per given elemensyhtax is:

<p class="center bold">This is a paragraph.</p>

The paragraph above will be styled by the clasatar& AND the class "bold".

You can also omit the tag name in the selectoetmd a style that will be used by

all HTML elements that have a certain class. In ¢lkample below, all HTML
elements with class="center" will be center-aligned




.center {text-align:center}

In the code below both the hl element and the pei have class="center". This
means that both elements will follow the ruleshia t.center" selector:

<hl class="center">This heading will be center+adig</h1>
<p class="center">This paragraph will also be ceatigned.</p>

Notee Do NOT start a class name with a number! It will not woirk
Mozilla/Firefox.

Add Styles to Elements with Particular Attributes
You can also apply styles to HTML elements withtisatar attributes.

The style rule below will match all input elemettiat have a type attribute with a
value of "text"

input[type="text"] {background-color:blue}
The id Selector

You can also define styles for HTML elements witk td selector. The id selector
is defined as a #.

The style rule below will match the element that ha id attribute with a value of
"green™:

#green {color:green}

The style rule below will match the p element thas an id with a value of
"paral™

p#paral
{

text-align:center;
color:red

}

Note: Do NOT start an ID name with a number! It will not work i
Mozilla/Firefox.

CSS Comments

Comments are used to explain your code, and mgy yal when you edit the
source code at a later date. A comment will be rigaddoy browsers. A CSS
comment begins with "/*", and ends with "*/", likkis:




[*This is a comment*/

p
{

text-align:center;

[*This is another comment*/
color:black;

font-family:arial

}
4.3 The simple CSS example

Example 1 text

S

ﬁhead>

Kstyle typesTrext/osams

e e o) This is heading 2

h2 (eolorirgn(255,0,003 g
of styler This 15 a paragraph. MNotice that thus test is blue. The default color for ay
.«:g‘ heac 12 defined i the body selector.

<haodyx

#h1x>This is heading 1</hlx

#h2»Thiz iz heading 2</h2r

Zp»Thiz iz a paragraph. Notice that this text is blue. The
default color for a page is defined in the body
selector.</pr

</ hodys

</ html>

Example2: Font

ShEhl>

: o ]
chead> ( f f l ’ €X l
- ‘S font family example
<style type="text/css"> @
p.oerifi{font-family: "Tirwes New Roman",Georgis, Serif})

b.sansgerif{font-family:drial, Verdana, jans-ssrif} This is & paragraph, shown in the Times New Roman font
ofaryler
¢/ heads L . -
: This i5 a paragraph, shown in the Arial font.
<hody>

£h1>C33 fonr family examp lec/hlx

Roman font.</p»

<p class="sansserif"»This is a paragraph, shown in the Arial

font.</pr

</hody:
</ htwls

Example 3:margin




<htul>

<head>

<3tyle type="rext/css">
pleftmargln {margin-left: Zcm}
</styler

</ heads

<hody>
<prThizs 1% & paragraph with no wargin specified</pe
<p clagz="lefrwargin>Thiz i2 & paragraph with a speeified

left marging/p»
</hody:

<

Example 4: Dimension

<html»

<hesd>

<style tvpe="text}g§_§"}
P

4

min-height: 100px

i

</scylex

</head>

<hotdy>

<p>This is sowe text., This is some text. This is some text.

This iz some text. This is sowe text. This iz some text.
This i= some text. This is sowe text. This i= some text.< /p>

i

</ bodyr
</ html>

This 15 a paragraph with no margn specified

This 15 a paragraph with a spectied left margin

This is setne tezt. This is some text This iz some text. This is seme tex
iz some text This 45 some text This is some text This is some text 120
some text

(S5S)



Chapter 5
1.Dynamic Pages

1.1 What are Dynamic Pages

Dynamic pages consist of pages where the logicaistained separately from the
content. The content is stored in the databaséthatvariable parameters of the
dynamic url tells the database repository what st¢éopull into the page as it
loads. Based on the url's parameters, the serVleretuirn different content.

Dynamic pages are usually coded in such scripinguages as CGl, ASP, PHP,
Perl, Cold Fusion, JSP and others. You can ustallyf an url is dynamically
generated because it will include question marffgaksigns, percentage signs,
and ampersands.

An example of a dynamic url is:

http://www.thedomain.com/index.php?lang=NLD&nament®o

The important element in the url above, is theiporafter the ?. It is the portion
after the ? that contains the query string - thé ghat changes.

1.2 The difference between static and dynamic page

DYNAMIC WEB PAGES V5. STATIC

“ha
Databases often hold the content
for dynamic web sites.

Static pages stand alone and
have to be manually updated by
the web designer. "

Shopping carts are a classic
example of a dynamic web pages.




Essentially, static pages are those on your saeshind exactly the same response
to every request; dynamic pages can customizeesgmonse on the server to offer
personalization based on cookies and informatigarntget from the visitor.

An obvious example of a static page is an old syleéML document; the only
way to change a HTML page is to upload a new oratgxt version in its place.
Every time a static file is downloaded, the filentants that are sent to the browser
are the same for everyone that accesses that file.

While most pages written in a particular scriptifgnguage will return a
personalized response to each visitor, this isaheays the case; the same is true
for pages utilizing Server Side Includes. Suppaseafmoment that you had two
SHTML documents, both of which include a singleefithe first including a
simple HTML snippet for the menu, the second ingligdan online poll script.
The page including the menu would be static; theune&ould be the same for
everyone that downloaded it until either of thedilwere changed on the server.
The page that included the poll however would beadtyic, as it would display
different pages to people depending on their pres/igting history.

Flash and Shockwave presentations are also classsthtic content; despite the
fact that user interaction can lead to differenysvaf presenting the same data,
everyone will download the same file from the serve

1.3 The Advantage of Dynamic Pages

A dynamic page can be customized by a responsesenvar to help personalize
your site to meet your customer's need. All pagaterd will come from a
database connected to the Web site.

Since the dynamic template is maintained separditem the content, it means
that content changes can be made when neededditioadthe web site can be
updated without major maintenance, editing andengwig, which translates into
lower maintenance costs and time.

Many webmasters of large e-commerce sites tendvior fdynamic pages because
it is customer friendly, and allows them to upddieir pages on a regular basis by
specific time and date sensitive routines. Whichursderstandable, if their

products and offers change on a daily basis.

On the affiliate side, I'm seeing more merchant mwasters offering the option of
dynamic links for their affiliates. The affiliatean put the code on their website,
and let the merchant create the update. This sheesffiliate time, by eliminating

the manual manipulation of the url and uploadinghair web pages on a daily
basis; And second, they have the reassurance @fikgdhat if something is made




available by the merchant, the link will automallicahange and be available to
their customers in a timely manner. However, tteeeesome affiliates that do not
take a liking to this type of link. Why?

For the established affiliate, with more automatiools -- the merchant's dynamic
links takes the control out of their hands. How? Tynamic link may provide
specific links to products or services that theliate may or may not wish to see
appear on their site.

So far, dynamic links looks like a workable solatie saving time and money and
offering only small nuisances. But are there amadvantages to dynamic pages?

1.4 The Disadvantages of Dynamic Pages
Is there a downside to dynamic pages? Not to bbeywigashy, but -- Yes and No.

In days gone by, many of the web spiders couldreat the url parameters to the
right of the question mark in the dynamic url. Tpdaebmasters have seen some
improvement.

Google and some of the other search engines catiehsimple dynamic urls, but
if the query parameters gets to long or complicdted/ing more than one ? for
example) their crawler will ignore the link commst. If you need or want more
information on what Google can and cannot do wigimasic links, and the
possible procedures and alternatives of getting ylymamic links indexed you
can check out Google Webmaster Center for the details.

Yahoo, on the other hand, suggests that you usendagninks only in directories
that are not intended to be crawled or indexedeNiput, the answer is a simple
"l don't think so." Thus, whether you have a dymameb page or website, you
may find yourself having problems with getting yougb pages crawled, let alone
getting them indexed.

So, where do the search engines stand on the a$slygmamic links today? Some
web spiders are taking the plunge and crawling websvith dynamic links,
which is a positive. But on the negative side, ¢hare still some web spiders that
will not venture near a dynamically-created pageféar of getting stuck in the
page and being lead through some poorly writtere @ thus, causing a possible
major server crash.

With that being said, what can you do to get yoymammic web pages spidered?

Do you have to bit the bullet and change back tticstor is there other
possibilities out there that will get your dynamit indexed.

1.5 Example Dynamic pages




An example of a dynamigoogle.com.vn
Dynamic componens:

* Inner search
help user search information quckly
The purpose of the Inner Search Centre is to peothé individual with the tools
to develop their own awareness and personal heakpgrience. Our focus is the
journey to the heart centre and a re-alignment thiéhhigher self and your creator
source. Discover the Inner Beauty that you haveagbieen. All private sessions
and workshops are designed to help you help ydursel

* Member account: You don't have permission to acceStember Area

e Forum,Mail,blog
Static component

* Tools
* Images
* lIcon

2 Client-side and Server-side

2.1 Server side

With server-side scripting, completing an activityolves sending information to
another computersérvej across the internet. The server then runs a anoghat
process the information and returns the resulBc@jly a webpage.

Search engines use server-side processing. Wheyweokd is sent, a program on
a server matches the word or phrase entered againsidex of website content.
(To complete the same search as a client-side ggageuld require the browser to
download the entire search engine program and ihdex

1)The browser sends an HTTP request.

2)The server retrieves the requested file withgtript.

3)The server executes the script or program whyphcally outputs an HTML
web page.

4)The server sends the HTML output to the clidmttsvser.

5)Examplewww.google.com

Server-side scripting languages includeP andPHP.

2.2 Client side




Client side (that is to say: in the browser) or wisecommonly called DHTML ...
dynamic HTML.

DHTML is basically taking HTML and JavaScript (saimges VB script) to make
the web page change it's own content (as far asidwer is concerned) without
having to reload or load a new page.

Examples of DHTML would include drop down menudpéting’ images that
hover over the rest of the page etc ... if yook around you will find plenty on
the web.

Client-side scripting languages includvaScript
3. Three-Tier sytem
client-server architecturm which theuser interfacefunctional process logic

("business rules")computer data storagend data access are developed and
maintained as independenbdules most often on separgpéatforms

The three-tier model is considered to beaoftware architecturand asoftware
design pattern

Apart from the usual advantages of moduslaitwarewith well defined interfaces,
the three-tier architecture is intended to allow ahthe three tiers to be upgraded
or replaced independently as requirementgeonhnologychange. For example, a
change ofoperating systenin the presentation tierwould only affect the user
interface code.

Typically, the user interface runs on a desk®ipor workstationand uses a
standardgraphical user interfagcdunctional process logic may consist of one or
more separate modules running on a workstatioapmlication serverand an
RDBMS on adatabase servesr mainframecontains the computer data storage
logic. The middle tier may be multi-tiered itseih (which case the overall
architecture is called an "n-tier architecture").




Presentation tier

The top-most level of the application is the
user interface. The main function of the
interface is to translate tasks and results to
something the user can understand

Logic tier
This layer coordinates the application,
processes commands, makes |ogical GET LIST OF ALL ADD ALL SALES
decisions and evaluations, and performs SALES MADE TOGETHER
calculations. It alsa moves and processes LAST YEAR
data between the two surrounding layers.

SALE 1

SALE 2

QUERY SALE 3

Data tier SALE 4
Here information is stored and retrieved

from a database or file system. The

information is then passed back to the logic

tier for processing, and then eventually
back to the user.

Storage
Database

The 3-Tier architecture has the following threestie

3.1 Presentation Tier
This is the topmost level of the application. Thegentation tier displays
information related to such services as browsingchendise, purchasing,
and shopping cart contents. It communicates wilierotiers by outputting
results to the browser/client tier and all otherdiin the network.

3.2 Application Tier (Business Logic/Logic Tier)
The logic tier is pulled out from the presentati@mr and, as its own layer,
it controls an application’s functionality by penfising detailed processing.

3.3 Data Tier
This tier consists of Database Servers. Here irdition is stored and
retrieved. This tier keeps data neutral and indéeenfrom application
servers or business logic. Giving data its owndlso improves scalability
and performance.

Example: SIS in HUThttp://sis.hut.edu.vn/




* Presentation Tier:
forms and pages using display databaSseirseBL.aspx, GroupListBL.aspx,
ClassEnrollmentBL.aspx...

* Application Tier:
functions usingnsert,select,update,delet@ata from database

» Data Tier:
is those class using retrieved data from tabletatdbase:
class,student,departmendre class in Data Tier



Chapter 6.

1. Scritng in a web browser

1.1 JavaScript

JavaScript is amterpretedprogramming osscript language from Netscape. It is
somewhat similar in capability to Microsoifisual Basi¢ Sun'sTcl, the UNIX-
derivedPerl and IBM'sRexx In general, script languages are easier andrfaste
code in than the more structured azwmpiled languages such & and C++.
Script languages generally take longer to prodems tompiled languages, but are
very useful for shorter programs.

JavaScript is used in Web site development to db things as:
Automatically change a formatted date on a Web page

Cause a linked-to page to appear in a popup window
Cause text or a graphic image to change durimgaserollover

JavaScript uses some of the same ideas foundbwa the compiledobject-
oriented programminglerived from C++. JavaScript code can be imbedded
HTML pages and interpreted by the Web browser (or@lidavaScript can also
be run at the server as in Microsofistive Server Pagebefore the page is sent to
the requestor. Both Microsoft and Netscape browsensport JavaScript, but
sometimes in slightly different ways.

1.2 Applet

Applet is java program that can be embedded intMHpages. Java applets runs
on the java enables web browsers such as mozilanterhet explorer. Applet is
designed to run remotely on the client browsethsoe are some restrictions on it.
Applet can't access system resources on the lacapuater. Applets are used to
make the web site more dynamic and entertaining.

Java applets are executed in a sandbox by mostowetsers, preventing them

from accessing local data. The code of the appldownloaded from a web server
and the browser either embeds the applet into apagk or opens a new window
showing the applet's user interface. The appletbeadisplayed on the web page
by making use of the deprecated applet HTML elenEhtor the recommended

object element [2]. This specifies the applet'sre®uand the applet's location
statistics.

1.2.1 Advantages of Applet:




- Applets are cross platform and can run on WinddWwa¢ OS and Linux
platform

- Applets can work all the version of Java Plugin

- Applets runs in a sandbox, so the user does nat toegust the code, so it
can work without security approval

- Applets are supported by most web browsers

- Applets are cached in most web browsers, so wilgbiek to load when
returning to a web page

- User can also have full access to the machineeif alfows

1.2.2 Disadvantages of Java Applet:

- Java plug-in is required to run applet

- Java applet requires JVM so first time it takesiigant startup time

- If applet is not already cached in the machineyilitbe downloaded from
internet and will take time

Its difficult to desing and build good user intexan applets

1.3 Flash

Over the releases of new versions of Flash, Macdoteas made Flash more and
more controllable via programming, where they haymsitioned as a competitor

to HTML to build interactive web sites and applioas such as an e-commerce
store. Macromedia argues that Flash is the wayptmstead of HTML because of

the following reasons:

- Flash movies load faster and save on downloadlimsause Flash is vector
based whereas HTML is not.

- Flash intelligently ‘caches’ it's movies so theynddave to be reloaded.

- Flash gives the user (the person viewing/usingRlash movie) a more
responsive ‘rich-client’ like experience.

All of these points are true, but they can be fareHTML pages as well (except
for the vectors). | will address these points now:

Flash pages can be made to load faster, but masteofime, the way they are
designed in the real world, they do not. That isan&lash problem, it is more an
issue of the Flash developers going nuts with faamayheavy Flash movies.

HTML caches pages as well, once images are dowatb#tey are held in your
browser's cache. The cached images are then usthdnof dowloading them
from the server again.




With new technology like ASP.net and Java ServeeeBaHTML now can react
just like a ‘rich-client’ application. Even withouthese new tools, properly
designed HTML for most dynamic sites can providgad user experience.

1.3.1 What do | have against Flash?

Before | start trashing Flash, | have to first #ast | think it is a great tool, but not
in all things and certainly not in the all-encongiag way that Macromedia would
suggest. Here’s why:

Flash handles text very poorly. The web for the ihpast is about text, we go to
the web to read about things, whether it be agitile this one, or what is in your
shopping cart, or the latest baseball stats,all iext.

Flash text rendering/displaying is much slower thFML and noticeably less
clear. Macromedia knows this and that's why thegiude the ability to display
basic HTML in Flash and that's why on their ownresithey make heavy use of
HTML.

Flash development usually takes much longer thamdfAiML equivalent. This has
been helped to a great degree starting with treasel of FLASH MX where they
essential provided HTML form components, but istidl slower to create a Flash
site than an HTML site.

1.3.2 What | like about Flash development?

1. You can do some really nice work in Flash thatuld be difficult and
sometimes impossible in HTML alone. Things like gd&x animations and
playing video spring to mind.

2. Practically no browser issues: For the most, gdetsh movies will work the

same if the user is on Netscape or IE, on Mac ar € browser issues (where
people coming to your site have different browdbet can ‘break’ your pages)
are quickly becoming a thing of the past since npestple (thank the web gods)
are using IE. But even today, | still have to deéh people who may be using
some old browser that can break all but the simplies TML code.

1.3.3 So when should you use Flash?

In my humble opinion, | would use Flash to creafgesentation that is similar to
a television commercial. This type of presentat®daomething where the user sits
back and enjoys the show as the Flash movie dslitter message to the client
with animation, sound, and possibly video. Pleasenot get this confused with
those ubiquitous ‘intro’ animations that still plegmany Flash sites. Rather | am




talking about informative movies that the user dacideto view to learn about
something like a product or a service.

| can also see Flash being used in straight ammstilike what your kids watch
Saturday morning. One last use where | find Flaatdly, is with so called ‘rich-
ui’ components like calendars or fancy navigati@dtems. The only danger here
is that if the user doesn't have the proper Fldsg-im, they won't be able to use
those components and as such in many cases (ltkeawklash based navigation
bar) the user will not be able to use your wel site

Instead of Macromedia’s vision, | see Flash beisgduselectively to enhance an
HTML based site.

2.Javascript
2.1 Syntax javascript

2.1.1 JavaScript Variables

Like other programming languages, JavaScript viesalare a container that
contains a value - a value that can be changeebasred.

For example, you could prompt your website usersgHeir first name. When they

enter their first name you could store it in a abhke called say, firstName. Now
that you have the user's first name assigned triable, you could do all sorts of

things with it like display a personalised welcomessage back to the user for
example. By using a variable to store the usessiiame, you can write one piece
of code for all your users.

Declaring JavaScript variables

First, you need to declare your variables. Youlds tising thevar keyword. You
can declare one variable at a time or more than¥oe can also assign values to
the variables at the time you declare them.

Different methods of declaring JavaScript variables
/[ declaring one javascript variable
var firstName;

/I declaring multiple javascript variables
var firstName, lastName;




/I declaring and assigning one javascript variable
var firstName = 'Homer";

/I declaring and assigning multiple javascript ahles
var firstName = 'Homer', lastName = 'Simpson’;
Using JavaScript variables

Although there are many uses for JavaScript vagglitere is a quick and dirty
example:

<script language="javascript" type="text/javasctipt

<l-- hide me
var firstName = prompt("What's your first name?); "
I/l end hide -->

<I-- hide me
document.write(firstName);
/I end hide -->

</script>

The above example opens a JavaScript prompt, phognfite user for their first
name. It will then write the name to the page (iactice, you would output the
name somewhere between #twody></body> tags).

| suspect you can find a much better use for yauagcript variables but this
simply to demonstrate how easily you can store defisle a variable - data that
could change at any moment.

Rules for JavaScript Variables

- Can contain any letter of the alphabet, digits GR@d the underscore
character.

- No spaces

- No punctuation characters (eg comma, full stop, etc

- The first character of a variable name cannot tigia

- JavaScript variables' names are case-sensitiveexamplefirstNameand
FirstNameare two different variables

2.1.2 JavaScript Functions

In JavaScript, you will use functions a lot. A fana (also known as method is
a self-contained piece of code that performs aiquaar "function". You can




recognise a function by its format - it's a piededescriptive text, followed by
open and close brackets.

Sometimes there will be text in between the brack€his text is known as an
argument An argument is passed to the function to provideith further info
that it needs to process. This info could be diiferdepending on the context in
which the function is being called.

Arguments can be extremely handy, such as allowiogr users to provide
information (say via a form) that is passed to icfion to process. For example,
your users could enter their name into a form, @nedfunction would take that
name, do some processing, then present them wprsonalised message that
includes their name.

A function doesn't actually do anything until itdalled. Once it is called, it takes
any arguments, then performs it's function (whatélvat may be).

Writing a function in JavaScript

It's not that hard to write a function in JavaScriplere’'s an example of a
JavaScript function.

Write the function:

<script type="text/javascript">
<l--
function displayMessage(firstName) {
alert("Hello " + firstName + ", hope you likavhScript functions!")
}
1-->
</script>

Call the function:

<form>

First name:

<input type="input" name="yourName" />

<input
type="button"
onclick="displayMessage(form.yourName.value)"
value="Display Message" />

</form>

This should work like this:




First name:
Exlanation of code
Writing the function:

1. We started by using thkinction keyword. This tells the browser that a
function is about to be defined

2. Then we gave the function a name, so we made upwarname called
"displayMessage"”. We specified the name of an aemging'firstName")
that will be passed in to this function.

3. After the function name came a curly bracketThis opens the function.
There is also a closing bracket later, to closéfuhetion.

4. In between the curly brackets we write all our cémrethe function. In this
case, we use JavaScript's builtalert() function to pop up a message
for the user.

Calling the function:

1. We created an HTML form with an input field and subbutton

2. We assigned a name ("yourName") to the input field

3. We added thenclick event handleto the button. This event handler is
called when the user clicks on the button (moreuabuent handlers later).
This is where we call our JavaScript function froide pass it the value
from the form's input field. We can reference thialue by using
"form.yourName.value".

2.1.4 Control structures in JavaScript

The JavaScript loops and conditions are similar tahose of the C language
but with greater flexibility and some extensions.
if else

The syntax is:

if(condition) { }

or

if(condition) { } else { };

The brackets are optional if there is a singlerutdion while parentheses are
always required.

When the evaluation of the condition returns "trube& instructions are executed
otherwise it is thelsepart when it is present.




Example:

if(a == 5)
{

}

It would be possible as in C to assign a variatéédie the condition, a practice
that should be avoided.

document.write("a is 5");

The for loop
The syntax is:

for(var = initializer; condition; increment)

{

...Instructions...

}

Example:

for(vari=0; i< 10; i++)
{

document.write(i + "<br>");

}

For in

This structure allows parsing the contents of geailio return the list of its
properties. If it is an array, the properties & ihdices of the array.

To get the contents of the object, the array mashtexed with the property to
retrieve its value.

Example:

arr = new Array("a", "b", "c");
for (x in arr)

{

document.write(x + ") " + arr[x]);

}
This code displays:

0)a
1)b
2)c




For each in (pm)

For eachgives directly the content of the object and wakgheforeachPHP
control. This structure has been added to JavaScBmnd Internet Explorer 7
recognizes only version 1.5, it will not work withis browser. Do not use on a
public site, so.

Example with the same array:

for each(x in arr)

{

document.write(x);

}
While

Loop running as a given condition is true, implythgt the conditional expression
contains a variable that is modified in the bodyh&f loop.

while(condition) { }

Example:

vari=0;

while(i < 3)

{
document.write(arr[i]);
i++;

}

a

b

C

It is easy to forget to increment the variablehaf tondition, which causes an
infinite loop and blocks the browser. Use therefoitd cautious. Théor loop of
the following example will have the same result entherefore preferable, as is
for in:

for(i=0; i< 3;i++)
{

document.write(arrl[i]);

}

Break and continue




Thebreakinstruction can exit the loop, whit®ntinuemoves to the next iteration.
In the example, is created an endless loop witbndition "true" that will be
alwaystrue of course, and it relies on theeakcommand to end the loop:

var arr = ["a", "b", "c", "d", "e"],

var x =0;
while(true)
{

if (x ==2) { x++; continue; }
if (x == arr.length) break;
document.write(arr[x]);
X++;
}
The "c" string is not displayed because the loamtinaes when the index reaches
2

The loop stops when the size of the table is redhanks to théreak
instruction

a
b
d
e
If a while control can easily turn into an infinite loop,ngs get even worse with

the use of theontinuescommand as it can bypass the instruction to inerdrhe
variable of the condition and also skip threakinstruction.

The ability to associate a label still does nophed to avoid this problem because
the label must be declared prior to gsatinue.

label:
...Instructions...
continue label;

What makes this option of little interest.
do while

do whileis similar to thewhile structure with the condition postponed to enchef t
loop.

The content of the loop will always be executetkast once.

do { } while(condition)

Example:




vari=0;

do

{
document.write(arr[i]);
i++;

} while(i < 3);

a
b
c

In this case, there is no difference withile. The difference appears only if the
condition is never met. For example (i> 4) doesimgf withwhile and displays
"a" with do while.

Switch case

Executes a processing depending on the value afditonal expression.
Syntax:

switch(expression)
{
case value:
... instructions ...
break;
case value:
...instructions...
break;

-

The cases are compared in turn and the first \thltecorresponds to the
expression is retained, and the associated cade@ited. Théreakinstruction
marks the end of code for the case, dweéfakis omitted, the code of the
following case is executed in turn.

Conclusion

JavaScript inherits the unsafe syntax and strustoif¢he C language, which
includes the aberration of the assignment withterdition, with effects amplified
in a client-server environment. We must be attentovpossible infinite loops and
prefer to usdor and for .. in.

2.2 Using javascript to varity data in a form




2.2.1 Description

This article discusses how to use JavaScript taat important types of form
data, including names, addresses, URLs, email asese phone numbers, zip
codes, expiration dates and credit card numbesa(\Waster Card, Discover, and
American Express, in both Canadian and US fornvath, either 13, 14, 15 or 16
digit account numbers). Each data validation furctieturns an array of valid
inputs that were detected, and has the abilitylter fand reformat data to desired
appearances and standards. If no valid input isctkd, then an error code is
returned. In addition to providing definitions felach error code number, the
JavaScript form validation script also providesoagsed human-readable error
messages which explain the error after it has oedur

Also, a user input validation function is providedhich stops falsified user
information from being submitted to business WebssiThis function is easy to
add to any Web form by creating a list of form abge and registering the
function as theonsubmit event handler for the form. The programming logic
allows for relations to be expressed between astmutiform fields when
performing user input validation. For added flekipj the validation process
allows the form creator to permit specific datargfields to contain unverified or
unusual data at the time the form is successfallgated and submitted.

2.2.2 Introduction

This validation script offers a collection of vaditbn functions, and an easy way
to use them in your form with JavaScript. ldeallglidation should be helpful to
users and make it easier for customers to fillfouins. Be aware that there are
some precautions to take note of, which are disclksger on.

Within a form there are fields for text, and/oresgbr menus. For some forms with
only a few values it's easy to offer options visetect menu. Here, data validation
isn't as important because the only options giventlae ones allowed. For other
data fields, like zip codes, listing all variatiossmpossible, so the easiest way is
to use a text field. Be aware that a text fielebwB anything to be typed, so it's
often necessary to validate it by determining waetihe value is reasonable. A
zip code, for instance, needs to be at least figdsg meaning that five spaces
could easily be recognized as an invalid zip code.

The script is written to make validation easy te.u#/hile primarily intended for
text fields, it's also applicable to other fieldeigh have pre-programmed values.
When working with text fields it's able to validatee field value itself, but when
working with other fields it's able to validate thetire field in combination with
other fields and functions.

The JavaScript validation programming interfacesists of four components:




- Lowe-level processing functions for numerical valuest, and whitespace.

- Validation functions for each type of data

- Validation handler used foonsubmit , which supports generic form
validation using a list of form elements, or fingwd validation by using a
validation profile customized for your form

- Definitions of error codes and user-friendly errode messages

We display an example form along with its sourcelecdo show how the
validation program is used. Then we explain howse the built-in validation
functions, how to add a customized validation fiorgthow to add your own error
codes and error messages, and finally, how to texgise validation function as
theonsubm t event handler for your form.

2.2.3 Data Validation Precautions

A serious concern with data validation is that didadion script sometimes is
unable to recognize acceptable values, or thaayt be non-functional depending
on browser settings or other issues. If an erreaued when loading a script in a
page, a customer might not be able to submit tleroin addition, it tends to
make security managers forget that malicious users intentionally disable
scripts. Nothing from a form should ever be blindllysted if a critical area of
security might be compromised if an unexpectedevalas submitted.

For businesses there's another problem that is gastmportant as security.
Customers shouldn't be prevented from placing srdele to a validation script
which didn't consider all cases of valid inputwdrich commits some other logical
error.

An example isFrys.com where improper form validation prevents many peop
from submitting orders. Validation code tries toeyent duplicate order
submissions in the final step of ordering. HerdaaaScript logic error results in
the form's being disabled before any order is stibthin many cases; on Opera,
this problem is repeatable every time, so it's abttumpossible to order from
Frys.com with the Opera browser due to this bug.

So far as | know, this problem hasn't been corte@rd it's been present for more
than a year. From a business standpoint, thissisgsl serious as security errors.
Web sites should be lenient about permitting usersubmit information which
may in fact be correct, even when the JavaScrijdatgon code thinks it's wrong.
Business ordering systems should allow the usesubmit the form after
confirming their data for the third time. The Javaf error code can be
submitted in a hidden field.

Even though these validation functions have beéne@ over seven years and
they can be considered to be production grade, shrmuld still take extra




precautions to make sure that people can submitda&. There will still be cases
when the validation script might be wrong or wheaeré should still be a way
around it.

2.2.4 Available validation functions

Each validation function sets an error code if ¢feean error, and it has to return
an array of valid values (possibly with prettificats and reformatting) if there's
no error. These validation functions were writtéor the most part) before this
validation script or article existed. They've beested for years to make sure that
the validation script is of production quality.

Note that the actual return values of all of themarays; it's possible for some to
return more than one value in the array, such &b eirail () for emalil
addresses. Also note that the return value mighbaan array if there has been
an error code set.

“alidation macro to define for a field far the zip values, either five digits or nine digits; as with other macros, it
zip recognizes several vanants, including spaces or no spaces, and with the case of a zip code, an optional
hyphen. It is possible for multiple zip codes to be verified.

tel Telephane numbers, including long distance and country codes, and all kinds of separators.

cardno Checks any comman type of credit card number.

text Checks that text (this does not mean alphabetical characters only) is present.
words Checks that at least two words of text are present.
email Yalidates all kinds of ermail addresses. It is possible for multiple email addresses to be validated.

checks a four-digit expiration date, that it has not expired, and that it is not an invalid amount inta the future
expires {using the computer's own clock, which is occasionally mis-set, resulting in errors, but this is OK, since the
customers will be allowed to judge for themselves after receiving one warning).

tMatches the wide range of possible URL values. Of course, it is possible that a URL may point to a

url i . :
nan-existent location. It may retumn multiple values.

2.2.5 Using the Validation Functions

Let's show an example of what theai | () function does. This code:
javascript:alert(email('hi@bye.com me@you.you"))

will result in the array

[hi@bye.com', 'me@you.you']




Now we explain how these are connected to a form.

Creating a Validation Variable
check _form_example = {};

Inside of this variable (which is aybject litera) you place the validation macro
function with the name of the appropriate formdidike this:

1check_form_example = {
2zipcode: { verify: zip }
3k

This would correspond to a text field in your fosoch as<input
type="text" name="zipcode">

2.2.6 Specifying Custom Messages

You can specify a custom error message if the ade ¢s invalid, which better fits
the context of your form. (Maybe someone has aipusvzip code and a new zip
code.)

zipcode: { verify: zip, message: 'Enter the zipead your new home.' }

Note: This message will always be shown, even if theeeddferent error codes.
For this reason you might not want to specify aamserror message directly, but
you might decide to add your own error codes wetv error code messages.

Also, you may feel comfortable overriding the ddfauror message texts, which
are within the reserved error code numbers 1-30.

2.2.7 Form Validation Command

In order to validate your form by this set of raganents, you execute the function
validate([form] , check_form_example ), which performs all the
validation steps as specified. If the form fieldshm this variable,
check_form_example , are all validated, the function returns a valtige.
This allows it to be in the submission pre-checla ébrm directly:

<form onsubmit="return validate(this, check formample)">




In this context, this " is the correct code which refers to the actuaitfo
("this " refers to the element in which an event handigriaced; the element in
which the event handler is placed is the formf}sel

As you may know already, JavaScript defines thitabnsubmit event handler
function returns a value ¢dlse |, the form will not be submitted. If the
validate() function has returnefdlse , the form isn't submitted, and the
user is able to correct the error of which theyenaderted. If the validate function
returnstrue , the form is submitted as normal.

2.2.8 Creating Custom Validation Functions

What do you do if your Web site only accepts VidasterCard and Discover?
The validation script will by default accept anypéyof credit card number, so you
need to write a custom validation function.

Here's what you can do, noticing that Visa accoumbers begin with 4,
MasterCards begin with 5, and Discover cards bedgjim 6.

1// this code is copied from http://www.codelib /heime/jkm/checksum.html
2

3function cardtypeOK(x) { // x is the number asttdike "123423..."

4 var a='456', |;

5 for (i=0; i<a.length; i++) if (x.charAt(0) == eharAt(i)) break;

6 if (i == a.length) return false;

7 return true;

8}

In this example456" are the beginning digits of credit cards youribeiss can
accept (in this case Visa, MC, and Discover). Nb#t a faster way of checking
the digits is this:

if ('456'.indexOf(x.charAt(0)) !'=-1)

or even this

if (1 +'456'".indexOf(x.charAt(0)))

Then create a validation variable for the creditigaformation. This validation
variable could be used to validate the submissfameait card information in the




same way that the previous validation variable wsel to validate the submission
of the form containing billing address information.

1 billing_info_check = {

2 card: { verify: function(s) {

3 s =cardno(s)

4  if (lerr && !cardtypeOK(s[0]))
5 err=32

6 return [s];

7 }}

8 cardname: { verify: words,

9 message: 'Please enter the full name as ibappe the card.' },
10 expiry: { verify: expires }

11}

You could also add the same attributesd , cardname , message, expiry
to the existing validation variable if your cardarmation was part of the same
form as the billing address.

2.2.9 Smart Validation Behavior

The validation script tries to avoid repeating $aene error message twice. When
a certain error code has been recorded for a nditdd, the validation function
won't show the same error message to the usée liger changes the field but a
different error message results, the user will toenpted with the new error
message. You have the option of overriding thisaladr by specifying the
attributeforce to have a value of 1. Three of the fields in tkarmaple form

above have this behavior. Their validation paransedee specified like this:

1zip: { verify: zip, filter: 1, force: 1},
2phone: { verify: tel, filter: 1, force:1 },
3email: { verify: email, filter: 1, force: 1}

This was the idea of Greg Dietsche, because somgtlimops could result when
evaluating optional fields:

"When validating against a list such as this oneclltias two optional fields,
occasionally a loop can ensue if neither of theamal fields (in this case, email
and subject) are filled in by the user...




To solve that problem, | made the following chartgee validation script.
Basically the idea is that if the user has beerwsha prompt for an *optional*
field once, then they will never see the prompiraja

This was a nice suggestion, so it was taken andcattd Now the error state is
maintained foeachfield, and optional fields bring up an alert megs# they
have a possible error, and if the error numbeifisrént from the error that may
have been "detected" before.

Essentially, this lets a user leave the value effiggld as they wish, if they want to
ignore the error message.

Notice also that there isféter attribute. When this attribute is set, valid input
will be reformatted to have a standard appearartoe script does its best to
ensure that there is no data loss when reformaitimgt, so if part of a field is not
recognized, it is left unaltered.

You can extend the filtering behavior by using fimres like
String.toUpperCase() . The value you return from a custom validation
function will be used to reformat the data.

2.2.10 Technical Specifications of the Validation inction

This section provides specifications for thalidate() function used as the
onsubmit event handler.

The event handler is called with the following spnt

<form ... onsubmit="return validate(this, check)">

The variblecheck is the validation variable which has been desdrédsove.

Every element of the form with @amecontained ircheck will be submitted to
the function contained inheck[ namg.verify , If such a function is present.
The argument will be the value of the element & #lement is text or textarea,
otherwise the element object itself.

If an error code is set by this functicheck[ naméd.verify , and if one of the
following is true—the value atheck[name].force is true, or the field has an
an error different from an error it may have hadmediately prior to this
invocation of validation—thenpresent_element is set to this element,
check[ namé.err  andpresent_error are set to the error number, and any




error message is alerted, the element is focused, false is returned from
validate() . The browser will then prevent form submission.

Otherwise, after the end of the form is reacheac ts returned from validate, and
form submission is permitted.



Chapter 7
1. CGl

1.1 What is CGI?

This is an overview of what CGl is all about. Itedonot go into programming
details, but will fill you in on the ides behind ih addition to the examples below
CGl can be used for forums, polls, rotating bannetics Pretty much anything you
want your system to do.

These days a lot of the programming that was datte @Gl is now being done
with php but there are still about 40 million cgi scriptst there and a few things
that only CGlIs can do, so far. Just that legacyhoke millions of old scripts
means that its not going anywhere soon.

Obviously, when running scripts your unix hostirgwvice has to be capable i
hosting otherwise you'll have problems. Most unix hosi run cgi scripts so
you'll find that cgi hosting and unix hosting arsually the same thing. Check
your hosting service to make sure.

Article by Richard Lowe Jr.

Let's unlock a little bit of the mystery about sahmeg called CGl. If it helps any,
CGI means Common Gateway Interface. This is a ndetivhich is used to
exchange data between the server (the hardwareddivdare that actually allows
you to get to your web site) and a web client (yoowser). CGl is actually a set
of standards where a program or script (a seriemwimands) can send data back
to the web server where it can be processed.

Typically, you use standard HTML tags to get dataf a person, then pass that
data to a CGl routine. The CGl routine then persome action with the data.
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Figure 1: CGI and other languages
some of the more common uses of CGI include:

- Guestbooks - The CGI routine is responsible forepting the data,
ensuring it is valid, sending an email acknowledgetrback to the writer,
perhaps sending an email to the webmaster, andingethe guestbook
entry itself.

- Email Forms - A simple CGI forms routine just forimdahe data into an
email and sends it back to the webmaster. More Goated routines can
maintain a database, send an acknowledgement &ddteadata.

- Mailing List Maintenance - These routines allowitass to subscribe and
unsubscribe from a mailing list. In this case, @@l routine maintains a
database of email addresses, and the better ondsasknowledgements
back to the visitor and webmaster.

A CGlI routine can be anything which understands@iad standard. A popular

CGlI language is called PERL, which is simple to emsthnd and use (well,

compared to other languages). PERL is a scripamguage, which means each
time a PERL routine is executed the web server nexstmine the PERL

commands to determine what to do. In contrast,napded language such as C++
or Visual Basic can be directly executed, whicfagter and more efficient.
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Figure2: Simple diagram of CGl

1.2 How CGI works

1.

2
3.

You (the webmaster) specify a form tag which inelsidhe name of the
CGl routine.

. You create HTML tags which retrieves data from yaisitors.

Each of the input tags includes a variable name.ddta which is retrieved
from the visitor (or directly set if the tag incleslthe "hidden" qualifier) is
placed in the variable name.

When the visitor presses the "submit" button, tli& @utine which was

specified in the form tag is executed. At this tirttee CGI routine "takes
control", meaning the browser essentially is waifior it to complete.

This CGI routine can get data from variable nanta®trieves the data and
does whatever action is required.

When the CGI routine finishes, it returns contratk to the web client (the
browser).

1.3 Example web using CGI langueges used for CGI

Example 1: Program that sends an HTML page tailored to tpe tyf browser.

#include "cgi-lib.h"
#include "html-lib.h"
int main()

{

}

if (accept_image())
show_html_page("/index-img.html");

else

show_html_page("/index-txt.html");




Example 2: A sample form in HTML that uses the CGI prograneiyuresults.

<form method=POST action="/cgi-bin/query-results">
<p>Name: <input type=text name="name">
<p>Age: <inputtype=text name="age">

<p>E-mail: <input type=text name="email">
<p><input type=submit>

</form>

Example 3

2. Form, GET and POST

There are two ways to send data from a web forrma @GI program: GET and
POST. Thesenethodgdetermine how the form data is sent to the server.

With the GET method, the input values from the fara sent as part of the URL
and saved in the QUERY_STRING environment variailgh the POST method,
data is sent as an input stream to the programll W/er POST in the next
chapter, but for now, let's look at GET.

You can set the QUERY_STRING value in a number aysv For example, here
are a number of direct links to the env.cgi program

Try opening each of these in your web browser. ddotihat the value for
QUERY_STRING is set to whatever appears after tiestion mark in the URL
itself. In the above examples, it's set to "testEst2", and "test3" respectively.

You can also process simple forms using the GEThoaktStart a new HTML
document called envform.html, and enter this form:

Program 1: envform.html - Simple HTML Form Using GET

<htmI><head><title>Test Form</title></head>
<body>

<form action="env.cgi" method="GET">

Enter some text here:

<input type="text" name="sample_text" size=30>
<input type="submit"><p>

</form>

</body></html>




f>Working examplehttp://www.cqi1l01.com/book/ch3/envform.html

Save the form and upload it to your website. Renamgbu may need to change
the path to env.cgi depending on your server; dry©Gl programs live in a "cgi-
bin" directory then you should use action="cgi-bmv.cgi".

Bring up the form in your browser, then type sorgglinto the input field and hit
return. You'll notice that the value for QUERY_STN& now looks like this:

sample_text=whatever+you+typed

The string to the left of the equals sign is thenaaf the form field. The string to
the right is whatever you typed into the input bbtice that any spaces in the
string you typed have been replaced with a +. @ntyil various punctuation and
other special non-alphanumeric characters have tegdaced with a %-code. This
is calledURL-encodingand it happens with data submitted through e@ET or
POST methods.

You can send multiple input data values with GET:

<form action="env.cgi" method="GET">

First Name: <input type="text" name="fname"
size=30><p>

Last Name: <input type="text" name="lname"
size=30><p>

<input type="submit">

</form>

This will be passed to the env.cgi program as Yadlo

$ENV{QUERY_STRING} = "fname=joe&lname=smith"

The two form values are separated by an amperggnd ¢u can divide the query
string with Perl'split  function:

my @values = split(/&/, $ENV{QUERY_STRING});

split  lets you break up a string into a list of stringplitting on a specific
character. In this case, we've split on the "&"releter. This gives us an array
named @values containing two elements: ("fnamesj8eame=smith"). We can
further split each string on the "=" character gsanforeach loop:

foreach my $i (@values) {
my($fieldname, $data) = split(/=/, $i);
print "$fieldname = $data<br>\n";




}

This prints out the field names and the data edter® each field in the form. It
does not do URL-decoding, however. A better waypanse QUERY_STRING
variables is with CGIl.pm.

3. PHP
3.1 PHP Introduction

PHP is a server-side scripting language.
What You Should Already Know
Before you continue you should have a basic unaedstg of the following:

HTML/XHTML
JavaScript

What is PHP?

PHP stands foPHP: HypertextPreprocessor

PHP is a server-side scripting language, like ASP

PHP scripts are executed on the server

PHP supports many databases (MySQL, Informix, @ta8lbase, Solid,
PostgreSQL, Generic ODBC, etc.)

PHP is an open source software

PHP is free to download and use

What is a PHP File?

PHP files can contain text, HTML tags and scripts
PHP files are returned to the browser as plain HTML
PHP files have a file extension of ".php", ".php&t',".phtml"

What is MySQL?

MySQL is a database server

MySQL is ideal for both small and large applicaton
MySQL supports standard SQL

MySQL compiles on a number of platforms
MySQL is free to download and use

PHP + MySQL




PHP combined with MySQL are cross-platform (you adevelop in
Windows and serve on a Unix platform)

Why PHP?

PHP runs on different platforms (Windows, Linux,ikjretc.)

PHP is compatible with almost all servers usedydégache, IIS, etc.)
PHP is FREE to download from the official PHP reseuwww.php.net
PHP is easy to learn and runs efficiently on threeseside

Where to Start?
To get access to a web server with PHP supportcgau

Install Apache (or I1S) on your own server, instaiP, and MySQL
Or find a web hosting plan with PHP and MySQL suppo

3.2 Php Syntax

PHP code is executed on the server, and the plaMlHesult is sent to the
browser.

Basic PHP Syntax

A PHP scripting block always starts wikf?php and ends witt?>. A PHP
scripting block can be placed anywhere in the demtm

On servers with shorthand support enabled you @ahas scripting block with <?
and end with ?>.

For maximum compatibility, we recommend that yoa tie standard form
(<?php) rather than the shorthand form.

<?php
?>

A PHP file normally contains HTML tags, just likea &TML file, and some PHP
scripting code.

Below, we have an example of a simple PHP scripthviends the text "Hello
World" to the browser:

<html>
<body>




<?php
echo "Hello World";
2>

</body>
</html>

Each code line in PHP must end with a semicolor. §é¢micolon is a separator
and is used to distinguish one set of instructioms another.

There are two basic statements to output text RIHF:echoandprint .. In the
example above we have used the echo statementytot dlie text "Hello World".

Note: The file must have a .php extension. If the fides la .html extension, the
PHP code will not be executed.

Comments in PHP

In PHP, we use // to make a single-line commerft and */ to make a large
comment block.

<html|>
<body>

<?php

/IThis is a comment
/*

This is

a comment

block

*/

?>

</body>
</html>

3.3 PHP MySQL Connect to a Database
The free MySQL database is very often used with PHP
Create a Connection to a MySQL Database

Before you can access data in a database, youcnaadée a connection to the
database.




In PHP, this is done with the mysql_connect() fiorct

Syntax
mysqgl_connect(servername,username,password);

Parameter Description
servername Optional. Specifies the server to cdrtne®efault value is

"localhost:3306"
username Optional. Specifies the username to legtin Default value is
the name of the user that owns the server process
password Optional. Specifies the password to lagiih. Default is "

Note: There are more available parameters, but thelmted above are the most
important. Visit our fulPHP MySQL Referender more details.

Example

In the following example we store the connectioa wariable ($con) for later use
in the script. The "die" part will be executedh&tconnection fails:

<?php
$con = mysql_connect("localhost”,"peter","abc123");
if (!$con)

{

die('Could not connect: ' . mysqgl_error());

}

/I some code
?>

Closing a Connection

The connection will be closed automatically whea $eript ends. To close the
connection before, use the mysql_close() function:

<?php
$con = mysql_connect("localhost”,"peter","abc123");
if (!$con)

{

die('Could not connect: ' . mysql_error());

}

/| some code




mysql_close($con);
?>



Chapter 8.

1.SESSION MANAGEMENT
1.1.Stateless Nature of HTTP

Computer A Computer B
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Client Server Model using HTTP Protocol

A protocol is set of rules, which gover the syntaemantic, and
synchronisation of communication.

When the configuration setting, transactions anfbrmation are not
tracked by a protocol, then its call statelessquait For such a protocol
connections last for only one transaction.

HTTP is base on Client-Server Model. An HTTP Clisoch as a Web
Browser, open the connection and send request gessan HTTP server
asking for resources. The server response the gessdth request
resources. One the resource is deliver, the setoge the connection. Thus
no connection information is stored, and hence HT&fer to Stateless
protocol.

Advantage. Host do not need to retain informatiboud users between
requests. This simpify server design because itsdoet need to
dynamically allocate storage to manage conversatiqerogress or worry
about freeing it when a client connection dies id-transaction.
Disadvantage. It may may be necessary to include méormation in each
request this extra information will need to be ipteted by the server each
time. And another, no acknowledgement about informatias reached the
client. Hence the loss of data, if any, is not know




1.2.Need of Tracking Client Identity and State

‘ Session 3

‘ Session 2
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Session Tracking

* In online shop site, item are display in differpages base on classification
such as stationary, hardware, music, and books.nWheustomer does
online shopping, he may select items from varioagepand put it in
shopping cart.

 As HTTP is stateless protocol, when the customek an the new page,
the information about the previously selected itesn®st. As the result, it
need keep track a of successive requests made Isathe user.

 The server should have a tracking mechanism tHatvathe customer
maintain the information with the server as longlas customer does not
log out from the website.

1.3.Session Concept
» Sessionis the time period between the start and the enth® user’s
interaction with an application.

» Session variables are used to store information about singer user
session.This session is available to all pagesenapplication. Generally,
the information stored in session variables is ne@e, password, user’s
preferences and so on. Sesion variable are clesv@asas the user session
in the sites come to end.

» Sessionidentifier used to identify session because it ‘s unique. Wae
session state is enable, each request for the jpagiee application is
examined for the session ID value. If the sesdibrdlue is not supplied, a




new session is start. The session ID is then santhiat session to the
browser along with response.

1.4.Some of Session Tracking Techniques
1.4.1.URL Rewriting

File: Edit ‘“iew Favorbes Tools  Help

dm Bl mp - -@ @ 7ot | ﬁSearch [ Favarites @Media {3

. Address | bkt ffanan, rvsite, conn: 3054 Serylet JRewritten

Original URL

File: Edit Yew Favorites Tools  Help

e HEEE v @ @ Iﬁl fﬁﬁearch ] Favorites '?@Media' &:ﬁ|

Address [hitp:dherwwe moysite com S08 48 ervlet/R ewnitten? sessonid=10

URL Rewritten with Extra Information

» Url Rewriting technique add some extra data ateti@ of URL to identify
the session.

e The extra information can be in the form of extewhpinformation or add
parameters. The user does not see extra informatigdhe surface as such
but he/she clicks on the link, he/she not ask &source but because of
information after the “?” in URL, he or she is aaty sending data to the
program. Generally, the extra information appendethe unique session
ID. Tracking can be done by retriveving the ses$idn

1.4.2.Hidden Form Field



“l<Bodys

<H1> How to use a Hidden form fields </Hl>-

- <FORM ACTION="3ettingHiddenFields. jsp™ METHOD="post">

Please Enter your First name @ <input type ="text”

name = "Firstname™ walue = "">=

|<input type="hidden" name="hidden'™ walue="You are most Melcume">l
<input  type="subnit” walue="zubmit">

- </ FORI:

=< fBodys

Hidden Form Fields

<HI*Reading Hiddetr Cotitrolsd/Hl>
T
String 3cEing = cequestc.getParameter ("nawe) 2
String text = 72
it {request, getParameter (Teexol™) ‘= nudl) {
out.priatin{string + "The hidden text is:™ +request. er|“textl™}}):
text = request.gebParameter {"Eedol™) 2

)

o=
<FORM ACTION="GertinHiddenField. jsp" METHOD="post's

1.4.3.

JSP Code Accessing Hidden Form Fields

The hidden form field method inserts the sessi@mtifier into the hidden
form field in html of each page. This browser ird#s hidden field when
the form is submited. The session can be extrabiedapplication by
searching for these field.

Hidden field present nothing on HTML page and timéorimation in

invisible to the user. The hidden field can be hay kind of data. Every
time the server reads, it should read all the patanpass to it from the
previous form and all the value as new hidden fieldny new form that is

generates. In the way, information is passed tthemdhereby maintain the
connection between two pages.

Cookies (See more on Chap?2)

Cookie is a small piece of information sent by serto the client web
browser that can be later read back by server. @kieocontaint one or
more name-value pair, which exchange in requestesmbnse header.

Example Code 1. Session in PHP

<?php

$session_id = session_id();

session_start();

echo '"Your session id is ".$session_id.'</br>";
if (isset($_SESSION['visit]))




$ SESSION[visit]++;

}
else
{
$ _SESSION[visit']=1;
}
echo '"You have visited this page '.$ SESSION[{idiimes';

?>

Exanpl e Code 2 Session in ASP. NET

void Session_Start(object sender, EventArgs e)
{
/I Code that runs when a new session r&esta
Session["visit"] = 0;
Session.Timeout = 1500:;
Response.Write("Session ID is:" + Sessiorsiatd+"\n");

}

protected void Page Load(object sender, EventArgs e

{

Session["visit"]=Convert.Tolnt16(Sessiongiv']))+1;
Response.Write("Hello, you come here"+3eg4visit"]);

}

Exanpl e Code 3 Session in JSP

public void doGet(HttpServletRequest request,
HttpServletResponse response) throws ServietExcept ion,
IOEXxception
{
/If the user want to add item, remember it by
/ladding a cookie
if (value!=null)
{
itemID=value|0];
Cookie getlitem=new Cookie(“Buy”,itemID);
getltem.setComment(“User has indicated a desire”+
“to buy this book from book store”);
response.addCookie(getlitem);

}




2.COOKIE
2.1.Cookie Overview

Request
i
Web Browser Response+Cookie Server
L
Request+Cookie
Web Browser >
| iSeegoras
i

Concept of Cookie

In computing a cookie (also browser cookie, computer cookiagking
cookie, web cookie, internet cookie, and HTTP cepks a small string of
text stored on a user's computer hyeb browserA cookie consists of one
or more name-value pairs containing bits of infaiiora such as user
preferences, shopping cart contents, the identifeer a server-based
sessionor other data used by websites.

It is sent as anTTP headerby aweb serveto aweb client(usually abrowse)
and then sent back unchanged by client each timecisses that server. A
cookie can be used fauthenticating session tracking (state maintenance),
and maintaining specific information about usetghsas site preferences
or the contents of the#lectronic shopping cartd he term "cookie" is derived
from "magic cookié, a well-known concept inUNIX computing which
inspired both the idea and the name of browseriesolSome alternatives
to cookies exist, each has its own uses, advantagdgirawbacks.

2.2.Cookie function

Normal cookies are used to remember the user whisitng the website
in order to show the appropriate content. Withdwgni, some websites
would cease to function. Cookies are also usedrtember the "signed on"
status of users.

HTTP cookies are used by Web servers to differentizsers and to
maintain data related to the user during navigapmssibly across multiple
visits. HTTP cookies were introduced to provide aywo implement a
"shopping calt (or "shopping basket"), a virtual device into wiia user
can store items they want to purchase as they a@vibe site.

Allowing users to log in to a website is anothee uf cookies. Users
typically log in by inserting their credentials ant login page; cookies




allow the server to know that the user is alreadyhenticated, and
therefore is allowed to access services or perfoparations that are
restricted to a user who is not logged in.

« Many websites also use cookies fpersonalization based on users'
preferences. Sites that require authenticatiomafte this feature, although
it is also present on sites not requiring authatibo. Personalization
includes presentation and functionality. For examfhewikipedia website
allows authenticated users to choose the webpkgéehey like best; the
Googlesearch engine allows users (even non-registeres)) @a decide how
many search results per page they want to see.

2.3.Type of Cookie
2.3.1.Session Cookies
* A session cookies is also referred to as a trahsi@okie.Session cookies
are store temporarily in the memory.Once the brovgselosed, the session
cookie can not be retained. The next time, whenstrae visitor visit the
same site, he or she will be traded as a new visito
» Instead of collecting information from the usertsguter, session cookies
are generally used by those Web Applications incWhiser need to be
indentified as they move from page to page. Fomgte, If you are a
member of online book library, once you have loggedyou can browse
through any number of books.

2.3.2."Persistent” Cookies — Permenant Cookie- Sted Cookie

* Consider a login page of any popular e-mail senpcevider such as
Hotmail or Yahoo Mail.Once you have enter your naene and password,
you are prompted to indicate if you want to yougito details to be
remembered in the computer. If you say yes, them tletails are stored in
the cookie. The next time you start login your detautomatically appear
in their respective places. The Persistent Cookiss to track user’s
browsing habits.They have an expiry date, and storbard disk until
expiry date or until they manually deleted by user.

Example code 4 “Persistent” Cookies in PHP

<?php
if ($_POST['0k']=="0OK)

setcookie(‘'user',$_POST['user’],time()+20);
setcookie(‘age’,$ _POST['age'],time()+20);
}
if (isset($_COOKIE['user1))




?>

echo 'Welcome back,'.$_COOKIE['user].'</br>";
echo 'Your age is .$_COOKIE['age'].'</br>";




3.SERVLET
3.1.Static Web vs Dynamic Web
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Figure 3.1 Dynamic vs Static

» Static Web contents can be designed and maintained expligjtlthe Web
Developers.It ‘s not feasible to maintainted thati§ Web content from
User-End. Any subsequent change require to be dmnethe Web
Designers. Information such as username can notetmned by the
browser. Only general information is shown in thbsequent pages.

» Dynamic Web content can be maintained by Client-end and chandpch
are implemented can be managed and modify by teetcOnce Dynamic
Web is created it requires very less or no mainte@aost since there is no
requirement of approaching the web designer forimgakhange. User
specific information can be retained by the browased display to all the

subsequent pages.

3.2.CGlI-Solution for dynamic content generation.
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Server Process for running CGI
» CGl is set of standards followed to interface aggilon form client-side to
the web server. The page viewed at the client-ersimple HTML page
containing the static content.
* A program that gives dynamic output thereby execuin real time is
written at server-side.To write programs in theveerside using standard
CGl is used.

3.3.Shortcomings of CGI



Instances
Client 1 — —m Program 1
Client 2 E— — Program 2
CGI
Client 3 — —» Program 3
Client 4 —— — Program £
CGI process

* Number of process can be executed by a Web SexV\ierit to each server.
Each time is process is executed, different ingasfcsame processes is
created in the server side there by resultingvarload of serverand in
reducing efficiency of server

» The widely accepted platform for writing CGI scriptPerl. Each time the
server receive a request, the Perl interpreter rieebe reloaded. This
reduce the efficiency of server.

3.4.Servlet- A Solution to CGI-Problem.

Client 1 R —
Client 2 —»
Server 5“7"'""""
Program
Client 3 R —
Client 4 _—

* Servlet are java codes which you to add dynamitesd to Web Server.
The content generate after excution of serviletasidally HTML page.
Servlet gets auto on refresh on receiving a reqgeash time. A servlet




initialisation code is used only for initialisinge servlefor the first time,
there by proving advantageous over CGI.

The multi threading property of servlets help iméiag separate requests
by allocating resource to separate threads. Thie dioost to the
performance thereby increasing the efficiency ofls¢s

3.5.Merits and Demerits of Servlet.

Advantages Disadvantages
Enhanced Efficiency Low-lewvel HTML Documentation
Ease of Use Unclear Session Management
Pawerful
Partable

Safe and Cheap

3.6.Web container Concept

Web Container
Process

Request————» Serviet

Request - Serviet

Request” Serviet

Figure 3.2 Web Container

The web container is the program that manage excuti servlet and JSP page.
The web container take request for Web Server amsb pt to Servlet for
processing. It maintain the Servlet life cycle. Tgerformance of a servlet upon
the efficiency of Web container.

3.7.Servlet’s Life Cycle

The Servlet class is loaded by the container dwsiag-up.

The container calls the init() method. This methotalizes the servlet and

must be called before the servlet can service agyasts. In the entire life

of a servlet, the init() method is called only once

After initialization, the servlet can service clieequests. Each request is
serviced in its own separate thread. The contaiaks the service() method

of the servlet for every request. The service()hoétdetermines the kind

of request being made and dispatches it to an pgpte method to handle




the request. The developer of the servlet mustigeoan implementation
for these methods. If a request for a method thabt implemented by the
servlet is made, the method of the parent clasalied, typically resulting
in an error being returned to the requester.

* Finally, the container calls the destroy() methddol takes the servlet out
of service. The destroy() method like init() is ledl only once in the
lifecycle of a Servlet.

3.8.HTTP Request Processing Life Cycle

* Receive: The servlet instance is receive.

* Include: The instance variable is set to the reoigiect.

» Authenticate: The servlet is authenticate agalmestréquest object.
* Pre-process: Require pre-process is done with &ervl

» Generate Response: Response is generate aftergpesg.

» Post-process: Require post-process is done.

* Reuseability check: Servlet is check for reusegbdnd if required held
back.

» Replace: Servlet is replaced in the servlet manager

3.9.Implement Servlet in Java
init(): Initialises the servlet.

Genericiervlet Class

service(): Call the container to
response the servlet request.

S getinitParameter(): return the
string contain the value of
I service() named initialisation parameter.

getServletContext(): return the
— getlnitParsmeter () Servlet context in which this
servlet instance is running.

et R getServletConfig(): return the
servlet Configuration of

e i it bnEinr servlet instance.

getServletinfo(): return useful
L » GetrcevietTueold servlet instance; such as name
of creator, version,

copywright.




Hetpiervliet Class ‘

|
| |

doGet [ doPozt ()

Example code of Servlet

Extend GenericServlet, must
override atleast one of the
following object. DoGet(),
DoPost(), DoDelete(), init(),
destroy() and getServletinfo().

doGet(): Call by the server to
handle the get request made by
client.This method is call
through service().

doPost(): Call by the server to
handle the post request made
by client.

import java.io.lOException;
import java.io.PrintWriter;

import javax.servlet.ServletException;

import javax.servlet.http.HttpServlet;

import javax.servlet.http.HttpServletRequest;
import javax.servlet.http.HttpServletResponse,;

public class HelloWorld extends HttpServlet {

public void doGet(HttpServletRequest requestpEitrvietResponse response)

throws ServletException, IOException {
PrintWriter out = response.getWriter();

out.printin("<IDOCTYPE HTML PUBLIC \"-//W3C//DD HTML 4.0 " +

"TransitedEN\">\n" +
"<htmI|>\n" +

"<head><title>Hello WWW(</title></ad>\n" +

"<body>\n" +
"<hl1>Hello WWW</h1>\n" +
"</body></htmlI>");




4.JAVA SERVER PAGES
4.1.What is a JSP Page
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Figure 4.1 JSP Page

A JSP Page contain HTML tags, which is display stegic content on the
Web Pages. Also contain tag which use to generatardic content. The
tag is categorised into standard tags and custgs ta

The standard JSP tags are used for invoking theatpe on JavaBean
component and processing requests.

The custom JSP tags perform operations, such asegsing forms,
accessing database and other Enterprise services, as email and
direction.

The information given in the tags in a JSP pageracessed and will
generate the dynamic content on the Web Page.

4.2 .Benefits of JSP

JSP separate content generation from presentatiofogic in JSP page
and content logic on server in JavaBean.

Emphasising reusable componet]SP page use reusable components such
as JavaBean Program, which can be use by multipigrgms. Java bean
enable to perform complex functions in JSP pagees&éhbeans can be
shared and exchanged among web programers.

Simplified page development Allow a Web programer with limited
knowledge in scripting language to design a pagegramer can also
generate dynamic content using standard tags pd\ng JSP.




» Access and Instantiate JavaBeans componentSupport using JavaBeans
components with JSP. Can easily create and iretdlisans and get/set
values of this.

4.3.Servlet and JSP

» JSP technology simplifies the process of creatiagepby seperating the
web presentation from web content. In most of aagilons, the response
send to client is a combination of template-datd dynamic generated
data. In this sittuation, it much easy to work wi§P pages than to do
every with Servlet.

» Servlet are well-suited for handling binary dataayically, for example
for upload file or for creating dynamic image, snbey need not contain
any display logic.

4.4.Architecture of JSP

'I"_.'_"‘. =

WEb Browser J5F request sent to web server Web Server

Web browser Request ISP File
|
i
Send to ISP Serviet Engine
HTML sent to browser ;

: JSP Servlet Engine :
INTERMET : / Parse ISP file :

; ¢ Generate Serviet

\ : source code

HTML{Serviet output) ! " Compile Sarviet
- source code into

class

Instantiate Serviet

Figure 4.2 Architecture of JSP

* Whenever the web browser sends a request for J§& tpaWeb Server
through the internet, the Web Server pass JSRofilSP Servlet Engine.
 The JSP file is parsed and a servlet is generataa ISP file. This servlet
source code is compiled into class and is instedtidy the init() and
service() methods. The HTML output from the seridesend through the

Internet and HTML results are displayed on the 'sséfeb Browser.




4 5.Translation Unit

HTML 5P : Translation : -
""""" ; ! —# Servlet class |
page page $ Unit . ',

ot

Translation Unit

* A JSP can include the content of other HTML pagestloer JSP files. The
translation unit process this JSP page and corivestServlet class. The
translation unit consists of JSP source file ad aghll of its static include
files.

4.6.JSP Life Cycle

Translation

l

Compilation

l

Execution

JSP Life Cycle

» Translation is the first phase of JSP Life CyctetHis phase a servlet code
to implement JSP tag is automatic generated, cexhplnd load into servlet
container. There are three methods are used ipliaise.

o jsplnit() : This method is Invoked when the JSPeaginitialise. A
JSP page can override this method by include aitiefi for it in
declaration elements. A JSP page should alwaydinedthe init()
method from a servlet.

0 _jspService(): this method conresponse to the bafdySP page.
This method is defined automatically by JSP comtaand never be
defined by JSP page.

0 jspDestroy(): this method is invoked when JSP pagging to be
destroyed.




» Compliation, the servlet class require to compitee tentire JSP is
generated. If any change are made in the codenergie dynamic content,
then the JSP page need to be complied and exegaite a

» Execution of page is carried out with the help ioéctives. Page directives
controls various excution parameters and are usebuffering output and
handling errors.

4.7.JSP Scripting elements
4.7.1.Scriptlets

* A scriptlets use to embeded Java code within HTMdlec The java code is
insert into Servlet. The sciptlets are executednihe request of client is
being processed. The scriptlets are used to adgleandata to HTML
form.

Syntax: <% Java code fragment %>
Snippet
<% int localStackBasedVariable = 1;

out.printin(localStackBasedVariable); %>

4.7.2.Expression tag

* An expression tagplaces an expression to be evaluated inside thee ja
servlet class. Expressions should not be terminaiéda semi-colon.

Syntax: <%= Java Expression %>

Snippet <%= "expanded inline data " + 1 %>

4.7.3.Declaration tag

* A declaration tag places a variable definition inside the body o fhva
servlet class. Static data members may be defisedvedl. Also inner
classes should be defined here.

Syntax: <%= Java Declartion code %>

Snippet
<%! int serverinstanceVariable = 1; %>

<%!
[xx




| * Converts the Object into a string or if |
| *the Object is null, it returns the empty styi |

*/
public String toStringOrBlank( Object obj ){
if(obj '= null){

return obj.toString();

4.7.4.Comments

We can use the following tag to gigemmentsin jsp.

Syntax: <%-- Give your comments here --%>
Snippet <%-- My comment --%>

4.8.JSP Directives

JSP Directives control the processing of entireepafhe directives
identify the packages to be imported and the iaterfto be implemented.
However, these directives do not procedure anyuufphey inform the
JSP engine about the actions to be performed o#SRepage.

Syntax: <%@ directiveName attribute="value" %>

4.8.1.Page Directives

The page directives used to define and manipulatenaber of importance
attributes that affect the entire of JSP pagesadepdirective is written at
the beginning of JSP pages.

A JSP pages can contain any number of page diescti&ll directives in

the page is processed together during translatiah rasult is applied
together to the JSP page.

import: Results in a Java import statement being insentedthe resulting
file.

contentType specifies the content that is generated. Thisllshioe used if
HTML is not used or if the character set is notdieéultcharacter set
errorPage: Indicates the page that will be shown if an exicgpoccurs
while processing the HTTP request.

isErrorPage: If set to true, it indicates that this is theoerpage. Default
value isfalse

isThreadSafe Indicates if the resulting servlettisreadsafe.




autoFlush: To autoflush the contents. A value of true, teéadlt, indicates
that the buffer should be flushed when it is féll.value of false, rarely
used, indicates that an exception should be throvinen the buffer
overflows. A value of false is illegal when alsongsbuffer="none".

session To maintain session. A value of true (the dejauldicates that the
predefined variable session (of type HttpSessitiukl be bound to the
existing session if one exists, otherwise a newsisesshould be created
and bound to it. A value of false indicates thatseesions will be used, and
attempts to access the variable session will resudtrrors at the time the
JSP page is translated into a servlet.

buffer:To set Buffer Size. The default is 8k and it isvigdble that you
increase it.

isELIgnored: Defines whether EL expressions are ignored whenJ&P is
translated.

language Defines the scripting language used in scriptietpressions and
declarations. Right now, the only possible valugasa".

extends Defines the superclass of the class this JSP veitlome. You
won't use this unless you REALLY know what you'eng - it overrides
the class hierarchy provided by the Container.

info: Defines a String that gets put into the translatage, just so that you
can get it using the generated servlet's inheg&8ervletinfo() method.
pageEncoding Defines the character encoding for the JSP. iauit is
"1SO-8859-1"(unless the contentType attribute alyedefines a character
encoding, or the page uses XML document syntax).

Syntax: <%@ directive attribute="value" %>

Snippet:

<%@ page import="java.util.*" %> <%-- example impeio>

<%@ page contentType="text/html" %> <%-- examplateatType --%>
<%@ page isErrorPage="false" %> <%-- example for @vor page --%>

<%@ page isThreadSafe="true" %> <%-- example fbwead safe JSP --%>

<%@ page session="true" %> <%-- example for useggi®n binding --%>
<%@ page autoFlush="true" %> <%-- example for sgtéiutoFlush --%>
<%@ page buffer="20kb" %> <%-- example for settdgfer Size --%>

4.8.2.Include Directives

» Used to insert content of another resource in J&gE @t runtime. The
remote resource is a file in textbase format suckeat, HTML, JSP. The




remote resouce should be given with the propettiveldile path in the
include directive.

* At the translation phase the content of include il parsed by JSP Engine
and content or output of that included file is med in the current web
document.

Syntax: <%@ include file="value" %>
Snippet <%@ include file="somefile.jspf" %>

4.8.3.TagLib Directive

e The tablib allow JSP pages to create custom tapg;hware defined by
user. Custom tags have access to all the objettatikaavaiable for JSP
page.

* A Tag Library is a group of custom tags that areed the functionality of
a JSP page one after the other. The taglib diedpecifies name of tag
library, which contains compiled Java code for thg to be used. Using
this tag library, the JSP Engine determines whaomgs to be taken when
a particular tag appears in JSP page.

Syntax: <%@ taglib prefix="tagprefix" uri="taglibraryUR %>
Snippet <%@ taglib prefix="myprefix" uri="taglib/mytagdl' %>

4.9.JSP Action

» JSP Actions allow the transfer of control betweaggs. You can dynamic
insert a file,reuse JavaBean component, forwardislee to another page or
generate HTML for Java Plugin.

* <jsp:include> give you a choice to include either a static anaiyic file in
a JSP file at the time of page request.The redtifferent for each type of
inclusion.

* The content is included in the call JSP file if fhe is static,otherwise it act
on request and send back a result that is includdte JSP page.

Syntax: <jsp:include page="weburl" flush="true”/>
Snippet

<html>
<head></head>
<body>
<jsp:include page="mycommon.jsp" >
<jsp:param name="extraparam" value="ahyg" />
</jsp:include>
name:<%-=request.getParameter("extraparam™)%




</body>
</html>

<jsp:forward> use to redirect the request object containing thhente
request from one JSP file to another file. Thedafde can be an HTML
file, a JSP file, or a servlet.

In the source the code after <jsp:forward> elemsmot processed. To
pass parameter names and values to target fileaweise <jsp:param>.

Syntax: <jsp:forward page="url" />
Snippet
<jsp:forward page="subpage.jsp" >

<jsp:param name="forwardedFrom" value="this.jsp
</jsp:forward>

<jsp:param> allows you to pass one or more name value pairs as
parameter to an include or forward resources I pgage, servlet or other
resource that can process parameter.

<jsp:plugin> in the client Web Browser, the <jsp:plugin> playdisplays

an object, using Java plugin, that are avaiabtberbrowser or downloaded
from a specified URL.

Syntax:

<jsp:plugin type="applet|bean” height="%" width="%
codebase="classFileDirectory"
code="classFileName" />

Snippet

<jsp:plugin type=applet height="100%" width="100%"
archive="myjarfile.jar,myotherjar.jar"
codebase="/applets"

code="com.foo.MyApplet" >

<jsp:params>

<jsp:param name="enableDebug" value="true" />
</jsp:params>

<jsp:fallback>

Your browser does not support applets.
</jsp:fallback>

</jsp:plugin>




* <jsp:fallback> this text message conveys the user that plug-ihdcoot
start known as fall back. If the plugin starts, the applet or bean does not,
the plugin usually display the popup window expldia error to user.



Chapter 9.

1.Public Key Infrastructure
1.1.What is PKI ?
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Diagram of a public key infrastructure

The Public Key Infrastructure (PKI) is a set of hardware, software,
people, policies, and procedures needed to cremteage, store, distribute,
and revoke digital certificates.

PKI ensures a secure method for exchanging semditiformation over
unsecured networks. In addition, PKI provides auticated, private and
non-reputable communications.

PKI makes use of the technology known as publicdtgptography. Public
key cryptography uses a pair of keys to scrambtedmtipher messages, a
public key and a private key. The public key is @yddistributed, whereas
the private key is held secretly by an individudlessages are protected
from malicious people by scrambling them with theblc key of the
recipient. Only the recipient can decrypt the mgeshy using his / her
private key, thus retaining the privacy of the naggs The public key is
distributed with a digital certificate that contaimformation that uniquely
identifies an individual (for example name, emaddeess, the date the
certificate was issued, and the name of the oceatdi authority which
issued it). Also, by using digital certificates wan digitally sign messages
to protect the integrity of the information itsaid achieve non-repudiation
(digitally signing a transaction is legally bindiagd no party can deny his
/her participation).

1.2.Components of PKI




Digital certificates are issued by organizationslleca Certification
Authorities (CAs) i.e. Verisign. The user identity must be uniquedach
CA. The binding is established through the regigtra and issuance
process, which, depending on the level of assurémedinding has, may
be carried out by software at a CA, or under huswpervision.

Requests for certificates are usually processedofg@nizations called
Registration Authorities (RAs). An RA's responsibility is to evaluate each
request, investigate the profile of each applieat inform the appropriate
CA about the trusting level of the client. Afteettrust verification of the
applicant, CA issues the certificate. | have to timenthat it is common for
RA to be included within the CA environment as conenponent.

The operation of CAs and RAs are governed by aptppolicies, the
Certificate Policy (CP) and theCertificate Practice Statement (CPS)
The first provides rules for naming certificate dls, the cryptographic
algorithms that will be used, the minimum allowal#dagth of encryption
keys, etc. The latter details how the Certificatuthority will implement
the Certificate Policy (CP) into its procedures.

SomeCAs
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Thawte Persanal Freemail CA
aThawte Consulting cc
Thawte Premium Server CA

Go Daddy Class 2 CA

UTM-USERFirst-Hardware
UTN - DATACorp 5GC
UTM-USERFirst-Metwork Applications

UTM-USERFirst-Object
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4llnizeto 5p. z 0.0,
Certurn CA

a'aliCert, Inc.
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aVeriSign, Inc.
Sun Microsystems Inc 550 CA
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Security Device
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1.3.Issuing a certificate

- A CA issuedigital certificateghat contain gublic keyand the identity of
the owner. The matching private key is not simylarhade available
publicly, but kept secret by the end user who gateer the key pair. The
certificate is also an attestation by the CA tiat public key contained in
the certificate belongs to the person, organizatsmrver or other entity
noted in the certificate. A CA's obligation in susthemes is to verify an
applicant's credentials, so that users and relyagies can trust the
information in the CA's certificates. CAs use aietyr of standards and
tests to do so.

- If the user trusts the CA and can verify the CAgmature, then he can also
verify that a certain public key does indeed beldogwhomever is
identified in the certificate.




1.4.CA architectures

In this section | will present the different typsfsCA architectures that are
generally considered when implementing a PKI. Pldlyrhe constructed as a:

* Single architecture
e Hierarchical architecture
* Mesh architecture

Every architecture is distinct from the othersespect to the following:

e The numbers of CAs in the PKI system
* Where users place their trust (known as a usess point)
» Trust relationships between CAs within a multi-CKIP

1.4.1.Single Architecture

* A single architecture is the most basic PKI modelttcontains only a
single (you wouldn't expect more, would you?) CAl the users of the
PKI place their trust on this CA. The CA will besponsible in handling all
the users requesting a certificate. As there isy cmhe CA, every
certification path will begin with its public key.

X *
Lisn User

Figure 5.1 Single PKI Architecture
1.4.2.Hierarchical Architecture

* A hierarchical architecture is constructed with @uinate CA
relationships. In this configuration, all usersstra single "root" CA. The
root CA issues certificates to subordinate CAs pmliiereas subordinate
CAs may issue certificates to users or other CAs ffust relationship is
specified in only one direction. In this PKI ar@uture, every certification
path begins with the root CA's public key.




Figure 5.2 Hierarchical PKI Architecture

1.4.3.Mesh Architecture

* A mesh architecture does not include only one Ca&t ik trusted by all
entities in the PKI system. CAs can be connectdtl wioss certification
creating a "web of trust" where end entities magode to trust any CA in
the PKI. If a CA wishes to impose constraints ortaie trust relationships,
it must specify appropriate limitations in the derates issued to its peers.

Figure 5.3 Mesh PKI Architecture

1.5.PKI Architecture Overview
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Figure: PKI Architecture Overview

The PKI Architecture components are grouped ingoftiiowing broad functional
categories:

System Security-enabling Serviceprovide the functionality which allows
a user's or other principal's identity to be esshlkld and associated with
their actions in the system.

Cryptographic Primitives and Services provide the cryptographic
functions on which public-key security is basedcliding secret-key
primitives, such as the Data Encryption Standaf@S}).

Long-term Key Servicespermit users and other principals to manage their
own long-term keys and certificates and to retriaad check the validity
of other principals' certificates.

Protocol Security Servicesprovide security functionality (data origin
authentication, data integrity protection, datavgey protection, non-
repudiation) suitable for use by implementors ofcusiy-aware
applications, such as secure protocols.

Secure Protocolsprovide secure inter-application communications fo
security-unaware and "mildly" security-aware apgiicns.

Security Policy Servicesprovide the policy-related information which
must be carried in secure protocols to enable accestrol, and provide
access control checking facilities to security-avapplications which must
enforce policy.

Supporting Services provide functionality which is required for secure
operation, but is not directly involved in secumtylicy enforcement.

1.6.Digital Signature




1.6.1.Need of Digital Signature

Digital signatures are used to digitally sign obgeor message. Digital
signature are not only verify the content of meesagt also help to
identify the creator of message. It is impossibléarge a digital signature
or alter the content of signed message withoutlitting the signature.
Hence the signature is use for two purposes.

Ensure message content integritySome mathematic calculations are
performed repeatedly in message to generate aaligignature.The
signature is appened at the end of each message lefnsmission over a
network. If an encrypt message is tamperetd witle, digital signature
becomes invalid.

Verifying the authenticity of message sender. Aitdlgsignature ensure
that an encrypt message can not be deciphered injended recipients.
Thus a sender can ensure about the authenticitgagbent. The sender
public and private keys are mathematically relat&drecipent can also
ensure the authenticity of the sender by usingstveder public key for
decryption.

1.6.2.What the digital signature made of ?

Digital Signature is generated by Public Key Cryagy, using public key
and private key to decrypt and encrypt message.

Public key. Each sender has a unique public keghvis accessible easily
to the recipents. A public key is used by recipiemtdecrypt message.
Hence maintaining the authenticity of public keyikile transmitting the

message is very important.

Private key. Sender encrypt message with his mikey. If receiver can

decrypt with sender’s public key, the data musfrbm the sender.

1.6.3.Working of digital signature
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Figure 5.4 Encryption

* A hash or a message digest is prepared using #teabhgorithm.
* The hash data or the message digest is encry seider’s private key.
* The digital signature and the public key of sendesppend at the end of

message.
Decryption
Criginal
Dear &li; |[Data
—— I Binne
resyienans

the rema,

Dne-way
— - hash
Hashing Identical

algorithm hashes
validate
~ data
Integrity

Nigital  Private key Ona-way
sighature encryption  hash

Figure 5.5 Decryption

* The receiver receives message and the digitalhesignessage digest.

* The receiver seperately calculates a message diagasteived message.

* The receiver use sender’s public key to decyptsiaed message digest
that was received and compare this to independeatiyulated message
digest.

» If the two digest not math, the data may has baepéred or data may not
be authentic or data not have been intended foreitesver.

1.6.4.Validating data integrity

e In data communication, data integrity is said tonb&intain if there is no
different between data that is sent and receivé fEceiver check data
integrity by calculate new hash value on the resgtimessage. The receiver
also decrypts the signed hash using the sendeblcpkey to ensure the
authenticity of the message. The computed haslonspare to the hash
decrypted from the digital signature. If two hasmot math, the signature
has been created with private key not corresporttdgublic key present
by the message sender.

1.6.5.Drawback of digital signature




Non-repudiation. Repudiation means disclaiming responsibilty faseat
message. A digital signature make non-repudiatidficat but if the
sender claims to have lost its private key then dhéhenticity of all
messages having digital signatures using that kewldv have been
compromised.

Time Stamping. Digital signature can contain any record of datd ame
when particular document was signed. Hence, a readenot be sure that
a signer has not misused the digital signatur@moolder message.

1.7.Digital Certificates

[ Yersion #

Serial #

Signature Algorithm '
Issuer Name '

Yalidity Period '

|
| . |
Subject Mame ‘

Digital Signature Q
T |
|

[
Ca Certified

Impersonation using the false public key can beaicedwith the used of digital
certificates. Digital certificate prevent imperstoa by storing widely known and
distributed public key, information such as namejag address and other
application-specific data about the certificate ewrThus the digital certificate is

an identity document issued by the certificate auity to authenticate a message
sender.

1.7.1.Standards and features of digital certificate

A Digital certificate is a structure with digitaigmature. The data structure
also contains information like the public key, idgnof key owner and the
name of certification authority who guarantees thahenticity of key
owner. A signature is viewed as trusted when itegated by the CA since
the digitally signed data can not be altered withdetection. Certificate
Extensions can be used to customize certificateatity end-user.

Commonly, two types of standards are used forngsdigital certificates.




X.509 is created by the international telephonadsdeds body and is issued
by Microsoft’s Authenticode, Netscape’s Object Sign and Marimba’s
channel signing, to authenticate the originatdntérnet Objects.

PGP (Pretty good Privacy) is developed by Phil Zemmann. PGP is used

for encrypting, compressing and authenticating €nmessage and
attachments.

1.7.2.Verify the authenticity of the sender

The first step involves validation of credential thie party applying for
digital certificates. A digital ID is used alongttvia public key encryption
system for credentials verification. The certifioat authority verify that
public key belongs to the specific individual omgmany. The verification
depth depends on the level of certificates andCietself.

Certification
Certification autharity
Authority private key

.
¥ y T

Digest of ! Encryption :
[ i Signed x.509
all personal —————* using — gne
. | . | Certificate
credentials | Private key /

.\_‘

Certificate Creation

The second step is the creation of certificatahdf validation process is
completed successfully, the CA create an X.509fiatie. The CA then
sign the certificate by creating a digest (hash)albfthe fields in the
certificate and encrypt the hash value with itsvge key. The encrypt
digest is placed into a X.509 certificate and tleetiicate is said to be
signed.

The private key of CA is kept very secure, becdals® certificates can be
created if the key is misplace.
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» A third step is verify the certificate. A recipiegénerally verify the signed
certificate using web browser. A web browser tyflycenaintains the list of
popular CA and this public keys, the appropriatg iseused to decypt the
signature back to the digest. The browser re-coegpiitowns digest from
the plain text in the certificate and verify it Withe decrypted digest. If the
two digest math then the certificate is said tovhkd and the public key in
the certificate is accepted as a valid public kithe subject.

« yversion number of the
certificate format

* 3 unigue serial number

* certificate signature algorithm

s name of the Certifying Authority
o duration of validity

s Mame of the subject certified

» Subjects public key and algorithm

 Digital signature created O\I

with CaA's private key

Digital certificate Content Generation

» The fourth step is generate the content of digigatificate. The certificate
is combine with a signed message or signed exeaufdeél A public key is




used to verify the signatures. If a secure two-a@yimunication session is
required the subject’s public key is used.
A certificate generally contain

0]

O O0OO0OO0OO0Oo

(0]

Version number of certificate format.

A Unique serial number.

Certificate signature algorithm.

Name of the CA

Duration of Validity

Name of subject certified

Subject public key and algorithm

Digital signature created with CA’s private key.

The fifth step is sign and verify the digital cédate. The signed certificate
can now be used to verify the authenticity of taeder.



2.Secure Socket Layer
2.1.What is SSL?

e The Secure Sockets Layer (SSL) is a commonly-upemtocol for
managing the security of a message transmissiaheitnternet. SSL has
recently been succeeded by Transport Layer Sediitg), which is based
on SSL. SSL uses a prograayer located between the Internet's Hypertext
Transfer ProtocolHTTP) and Transport Control ProtocdlCP) layers.

* The "sockets" part of the term refers to foeketsmethod of passing data
back and forth between a client and a server prograa network or
between program layers in the same computer.

» SSL uses the public-and-private keycryptionsystem fromRSA, which
also includes the use ofi@ital certificate

» Several versions of the protocols are in wide-gpbrese in applications like
web browsing electronic _mail Internet faxing instant messagingnd
voice-over-1P (VolP)

2.2.SSL Feature

e SSL is supportedy most Web Server and browser.

e Only trusted digital certificates are needed totgub Web Application
through SSL.

* In Client-Server operations, the SSL protocol usethird party — the CA
to indetify one-end or both end of communication.

e SSL encrypt data transmission and incorporateschamesm to detect any
change in data transmission. This help prevent esdropping or
tampering with sensitive data during transmission.

2.3.SSL with client browser and server
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Figure 6.1 Client and Server with SSL

SSL user the public key and private key to encrigtublic key is known to
every one, and the private key is known only tordapient of message. A typical
have five steps.

Step 1. Client contact the Web Browser.

Step 2. The server send back the certificate, gtetdywith a trusted third-

party private key.

Step 3. The browser decypt the certificate withuated third-party public

key.

Step 4. The browser use a trusted third-party piday to encrypt a session
ticket. The ticket is send back to the server.

Step 5. The web server receive ticket and dechgosession ticket with its
private key. The server and the web browser ussadhee session ticket for
furture encrypt in transmission.

Obtaining the SSL certificates




Consider a web application in which you want to lenpent SSL for login page.
To use SSL you need to obtain a certificate. TcagebSL certificate, a
certificates signning request has to be submi8&R is data file that holds details
of the request party to a CA.

2.4 .Detail iIn SSL Handsake
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2.4.1.Simple TLS/SSL handshake
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A simple connection example, illustrating a han#ghahere the server is

authenticated by its certificate (but not the djjefollows:

Phase 1

¢ Phagse 2

Phase 3

Phase 4




Negotiation phase:

o A client sends aClientHello message specifying the highest
TLS/SSL protocol version it supports, a random nemia list of
suggested cipher suites and compression methods.

o The server responds with @erverHello message, containing the
chosen protocol version, a random number, cipheate,sand
compression method from the choices offered by dient. The
server may also send a session id as part of teeage to perform a
resumed handshake.

0 The server sends iertificate message (depending on the selected
cipher suite, this may be omitted by the server).

0 The server sends@erverHelloDonemessage, indicating it is done
with handshake negotiation.

o The client responds with &lientkeyExchange message, which
may contain a PreMasterSecret, public key, or ngth{Again, this
depends on the selected cipher.)

o The client and server then use the random numberd a
PreMasterSecret to compute a common secret, cdieedmaster
secret". All other key data for this connectiondexived from this
master secret (and the client- and server-generatebm values),
which is passed through a carefully designed "pserdiom
function”.

The client now sends @hangeCipherSpecrecord, essentially telling the
server, "Everything | tell you from now on will bauthenticated (and
encrypted if encryption parameters were presettenserver certificate)."
The ChangeCipherSpec is itself a record-level paiteith content type of
20.

o Finally, the client sends an authenticated and yged Finished
message, containing a hash and MAC over the prewhiamdshake
messages.

o The server will attempt to decrypt the client'sistied message, and
verify the hash and MAC. If the decryption or vedttion fails, the
handshake is considered to have failed and theeabion should be
torn down.

Finally, the server sends &hangeCipherSpec¢ telling the client,

"Everything | tell you from now on will be authecdited (and encrypted
with the server private key associated to the pukby in the server
certificate, if encryption was negotiated)."

0 The server sends its authenticated and encrygteshed message.

0 The client performs the same decryption and vetike.

Application phase: at this point, the "handshak&"complete and the
application protocol is enabled, with content typk 23. Application
messages exchanged between client and serverlsollbe authenticated
and optionally encrypted exactly like in their Kinéd message.




2.4.2.Client-authenticated TLS/SSL handshake

The following full example shows a client beinglarticated (in addition to the
server like above) via TLS using certificates exayed between both peers.

Negotiation phase:
o A client sends aClientHello message specifying the highest

TLS/SSL protocol version it supports, a random nemia list of
suggested cipher suites and compression methods.

The server responds with $erverHello message, containing the
chosen protocol version, a random number, ciphete,sand
compression method from the choices offered by dient. The
server may also send a session id as part of teeage to perform a
resumed handshake.

The server sends iGertificate message (depending on the selected
cipher suite, this may be omitted by the server).

The server requests a certificate from the cliesd, that the
connection can be mutually authenticated, using a
CertificateRequestmessage.

The server sends $erverHelloDonemessage, indicating it is done
with handshake negotiation.

The client responds with @ertificate message, which contains the
client's certificate.

The client sends @lientKeyExchangemessage, which may contain
a PreMasterSecret, public key, or nothing. (Ag#mns depends on
the selected cipher.) This PreMasterSecret is etedyusing the
public key of the server certificate.

The client sends €ertificateVerify message, which is a signature
over the previous handshake messages using tmt'cloertificate's
private key. This signature can be verified by gsthe client's
certificate's public key. This lets the server knibat the client has
access to the private key of the certificate ands tlowns the
certificate.

The client and server then use the random numberd a
PreMasterSecret to compute a common secret, cdieedmaster
secret". All other key data for this connectionderived from this
master secret (and the client- and server-generatebm values),
which is passed through a carefully designed "pseudiom
function".

The client now sends @hangeCipherSpecrecord, essentially telling the
server, "Everything | tell you from now on will bauthenticated (and
encrypted if encryption was negotiated)." The CleigherSpec is itself a
record-level protocol, and has type 20, and not 22.




o Finally, the client sends an encryptéshished message, containing
a hash and MAC over the previous handshake messages

o The server will attempt to decrypt the client'sistied message, and
verify the hash and MAC. If the decryption or vettion fails, the
handshake is considered to have failed and theeabion should be
torn down.

 Finally, the server sends &hangeCipherSpegelling the client,
"Everything | tell you from now on will be authecdited (and encrypted if
encryption was negotiated).”

o The server sends its own encrypkdished message.
o0 The client performs the same decryption and vetiiion.

» Application phase: at this point, the "handshak&"complete and the
application protocol is enabled, with content typk 23. Application
messages exchanged between client and server Ml 22 encrypted
exactly like in their Finished message.

2.4.3.Resumed TLS/SSL handshake by Session ID

Public key operations (e.g., RSA) are relativelpensive in terms of
computational power. TLS provides a secure shoitctiie handshake mechanism
to avoid these operations. In an ordinary full lerake, the server sends a session
id as part of th&erverHello message. The client associates this sessionhd wit
the server's IP address and TCP port, so that Wigeclient connects again to that
server, it can use the session id to shortcut dmel$hake. In the server, the session
id maps to the cryptographic parameters previonstotiated, specifically the
"master secret". Both sides must have the sametémsecret” or the resumed
handshake will fail (this prevents an eavesdrofyoen using a session id). The
random data in th€lientHello andServerHello messages virtually guarantee that
the generated connection keys will be differenttimethe previous connection. In
the RFCs, this type of handshake is called an akdiszl handshake. It is also
described in the literature as a restart handshake.

1. Negotiation phase:

o A client sends &lientHello message specifying the highest TLS
protocol version it supports, a random numbersadf suggested
cipher suites and compression methods. Includddammessage is
the session id from the previous TLS connection.

o The server responds with $erverHello message, containing the
chosen protocol version, a random number, cipheate,sand
compression method from the choices offered byctient. If the
server recognizes the session id sent by the clierdsponds with
the same session id. The client uses this to réezedghat a resumed
handshake is being performed. If the server do¢seumgnize the
session id sent by the client, it sends a diffevahtie for its session




id. This tells the client that a resumed handshekié not be
performed. At this point, both the client and servave the "master
secret" and random data to generate the key ddia tsed for this
connection.

2. The client now sends @hangeCipherSpecrecord, essentially telling the
server, "Everything | tell you from now on will bencrypted." The
ChangeCipherSpec is itself a record-level protoaalj has type 20, and
not 22.

o Finally, the client sends an encrypteshished message, containing
a hash and MAC over the previous handshake messages

o The server will attempt to decrypt the client'sistied message, and
verify the hash and MAC. If the decryption or vedttion fails, the
handshake is considered to have failed and theeabion should be
torn down.

3. Finally, the server sends &hangeCipherSpegelling the server,
"Everything | tell you from now on will be encrymté

o The server sends its own encrypkdished message.
o The client performs the same decryption and vetika.

4. Application phase: at this point, the "handshake"complete and the
application protocol is enabled, with content typk 23. Application
messages exchanged between client and server ladl e encrypted
exactly like in their Finished message.

Apart from the performance benefit, resumed sesstan also be used for single
sign-on as it is guaranteed that both the origseakion as well as any resumed
session originate from the same client. This ipasticular importance for tHeTP
over TLS/SSLprotocol which would otherwise suffer from a marthe middle
attack in which an attacker could intercept theteots of the secondary data
connections.

2.5.TSL/SSL record protocol

This is the general format of all TLS records.



+ Byte +0 Byte +1 Byte +2 Byte +3
gyte Content type
Bytes  Version Length
1.4 (Major) (Minor) (bits 15..8) (bits 7..0)
Bytes
5..(m-  Protocol message(s)
1)
Bytes
m..(p- MAC (optional)
1)
Bytes , :
Padding (block ciphers onl
0..(q-1) g ( P y)

Content type. This field identifies the Record Layer Protocol &ygontained in
this Record.

Content types

Hex | Dec| Type

0x14| 20 | ChangeCipherSpec
0x15| 21 | Alert

0x16| 22 | Handshake

0x17| 23 | Application

Version. This field identifies the major and minor versidnid.S for the
contained message. For a ClientHello messagendeid not be thikighest
version supported by the client.

Versions

Major | Minor | Version
Version | Version | Type

3 0 SSLv3

3 1 TLS 1.0
3 2 TLS 1.1
3 3 TLS 1.2

Length. The length of Protocol message(s), not to excééby2es (16 KiB).
Protocol message(sjOne or more messages identified by the Protocial. fidote
that this field may be encrypted depending on tateof the connection.

MAC and Padding. A message authentication coctemputed over the Protocol
message, with additional key material included.eNtbat this field may be
encrypted, or not included entirely, dependingtandtate of the connection.
No MAC or Padding can be present at end of TLSracbefore all cipher
algorithms and parameters have been negotiatearshaked, and then
confirmed by sending a CipherStateChange recosdl{ew) for signaling that
these parameters will take effect in all furtherorels sent by the same peer.




2.6.Handshake protocol

Most messages exchanged during the setup of thes&&S8on are based on this
record, unless an error or warning occurs and nigebis signaled by an Alert
protocol record (see below), or the encryption moididne session is modified by
another record (see ChangeCipherSpec protocol below

+ Byte +0 Byte +1 Byte +2 Byte +3
Byte
0 22
Bytes  Version Length
1.4 (Major) (Minor) (bits 15..8) (bits 7..0)
Bytes Handshake message data length
5.8 Messagelype oo 16) (bits 15.8)  (bits 7..0)
Bytes
9..(n-1) Handshake message data
Bytes Message tvpe Handshake message data length
n..(n+3) 9€ YPE  (hits 23..16) (bits 15..8) (bits 7..0)
Bytes
(n+4).. Handshake message data
Message typeThis field identifies the Handshake message type.
Message Types
Code | Description
0 HelloRequest
1 ClientHello
2 ServerHello

11 Certificate
12 ServerKeyExchange
13 CertificateRequest
14 ServerHelloDone
15 CertificateVerify
16 ClientKeyExchange
20 Finished
Handshake message data lengtfthis is a 3-byte field indicating the length of
the handshake data, not including the header.

Note that multiple Handshake messages may be comiith within one record.
2.7.Alert protocol

This record should normally not be sent during redrhandshaking or application
exchanges. However, this message can be sent itranguring the handshake
and up to the closure of the session. If this edus signal a fatal error, the
session will be closed immediately after sending itbcord, so this record is used




to give a reason for this closure. If the alerelas flagged as a warning, the
remote can decide to close the session if it dediuk&t the session is not reliable
enough for its needs (before doing so, the remeatg aiso send its own signal).

+ Byte +0 Byte +1 Byte +2 Byte +3
Byte
0 21
Bytes  Version Length
1..4 (Major) (Minor) 0 2
Eyées Level Description
Bytes .
MAC (optional
7 (o) el (R
Bytes : :
Padding (block ciphers onl
0.(q-1) 9 ( P y)

Level. This field identifies the level of alert. If theviel is fatal, the sender should
close the session immediately. Otherwise, the rtipmay decide to terminate
the session itself, by sending its own fatal ad&d closing the session itself
immediately after sending it. The use of Alert nelsois optional, however if it is
missing before the session closure, the sessiorbmagsumed automatically
(with its handshakes).

Normal closure of a session after termination eftdtansported application should
preferably be alerted with at least the Close pdtiert type (with a simple
warning level) to prevent such automatic resuma iwéw session. Signaling
explicitly the normal closure of a secure sessiefote effectively closing its
transport layer is useful to prevent or detectchitdlike attempts to truncate the
securely transported data, if it intrinsicly doed have a predetermined length or
duration that the recipient of the secured data exapgct).

Alert level types
Code Level Connection state
type
1 warning | Connection or security may be unstable.
Connection or security may be compromised, or an
2 fatal
unrecoverable error has occurred.

Description. This field identifies which type of alert is beisgnt.

Alert description types

Code | Description Level types Note

0 Close notify warning or fatal

10 Unexpected message fatal

20 Bad record MAC fatal

21 Decryption failed fatal TLS only, reserved
22 Record overflow fatal TLS only




30 Decompression failure fatal
40 Handshake failure fatal
41 No certificate warning or fatalSSL v3 only,
reserved
42 Bad certificate warning or fatal
43 Unsupported certificate warning or fatal
44 Certificate revoked warning or fatal
45 Certificate expired warning or fatal
46 Certificate unknown warning or fatal
47 lllegal parameter fatal
48 Unknown CA fatal TLS only
49 Access denied fatal TLS only
50 Decode error fatal TLS only
51 Decrypt error warning or fatalTLS only
60 Export restriction fatal TLS only, reserve
70 Protocol version fatal TLS only
71 Insufficient security fatal TLS only
80 Internal error fatal TLS only
90 User cancelled fatal TLS only
100 No renegotiation warning TLS only
110 Unsupported extension warning TLS only
2.8.ChangeCipherSpec protocol
+ Byte +0 Byte +1 Byte +2 Byte +3
Byte
0 20
Bytes  Version Length
1.4 (Major) (Minor) 0 1
Byte CCS protocol
5 type
CCS protocol type.Currently only 1.
2.9.Application protocol
+ Byte +0 Byte +1 Byte +2 Byte +3
Byte 23
0
Bytes  Version Length
1.4 (Major) (Minor) (bits 15..8) (bits 7..0)
Bytes  Application data
5..(m-
1)
Bytes  MAC (optional)
m..(p-

1)




Bytes  Padding (block ciphers only)
p..(q-1)

Length. Length of Application data (excluding the protobekder, and the MAC
and padding trailers).

MAC. 20 bytes for th&HA-1-basedHMAC, 16 bytes for thiMD5-based
HMAC.

Padding. Variable length ; last byte contains the paddimgthb.
2.10.Example of Certificate

Certificate Hierarchy
aStartCom Certification Autherity
45tartCom Class 1 Prirnary Intermediate Client CA
StartCom Free Certificate Member

Certificate Fields
4 Certificate -
Yersion i

Serial Mumber =
Certificate Signature Algorithm
aValidity
Mot Before
Mot After
Subject
45ubject Public Key Info &
Field Value

CH = StartCom Class 1 Primary Intermediate Client CA
00 = Secure Digital Certificate Signing

0 = StartCom Ltd.

C =1L

Figure 6.4 SSL Cerificate for Client



This certificate has been verified for the following uses:

S5L Server Certificate

Issued To

Commaon Mame (CH) addens.mozilla.org

Organization (0] Muozilla Corporation

Organizational Unit (OU)  Moezilla Add-ons

Serial Mumber 01:00:00:00:00:01:1 C:7B:06:35:0B

Issued By

Commaon Mame (CH) Global5ign Extended Validation CA
Organization (0] GlobalSign

Organizational Unit (OU)  Extended Validation C4

Validity

Iszued On 9/20,/2008

Expires On 9/21,/2010

Fingerprints

SHAL Fingerprint 6A:0A: CLECA0:02:2 A:B9: 7 2:70:07: CE3:29:1 3.3 A:86:02:34:05
MD5 Fingerprint 27:09:B7:25:4F62:6C:1E:32:72:2CAD:6 C:EE:BAEA

Figure 6.5 SSL Certificate for Server



Certificate Viewen"addons.mozilla.crg”

General | Details

Certificate Hierarchy

4GlobalSign Root CA
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3.HTTPS
3.1.0verview of HTTPS

https://addons.mezilla.org/viffirefox/addon/824
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I Can .

which is run by

Mozilla Corporation
Mountain View
California, US

Verified by: GlobalSign
an &l
Your connection to this web site is encrypted to ifox.
prevent eavesdropping.

|_ More Information... |

* Hypertext Transfer Protocol Secure (HTTPS) is a combination of the
Hypertext Transfer Protocoland a cryptographic protocol HTTPS
connections are often used for payment transactionghe World Wide
Weband for sensitive transactions in corporate infaion systems.

e« HTTP operates at the highest layer of T@P/IP_model the Application
layer; but the security protocol operates at a losublayer, encrypting an
HTTP message prior to transmission and decryptingiessage upon
arrival.

* As opposed tdHTTP URLs which begin with "http://" and usgort 80 by
default, HTTPS URLs begin with "https://" and usetp43 by default.

3.2.HTTPS Function

e Strictly speaking, HTTPS is not a separate protobat refers to use of
ordinaryHTTP over anencryptedSecure Sockets Lay€sSL) orTransport
Layer Security(TLS) connection. This ensures reasonable pratedtom
eavesdroppersand man-in-the-middle attacksprovided that adequate
cipher suites are used and that the server ceittfis verified and trusted.

 To prepare a web server to accept HTTPS connectthesadministrator
must create aublic key certificatdor the web server. This certificate must
be signed by a trustembrtificate authorityfor the web browser to accept it.
The authority certifies that the certificate holdsrindeed the entity it
claims to be. Web browsers are generally distribhuteth the signing
certificates of major certificate authoritieso that they can verify
certificates signed by them.




» A certificate may be revoked before it expires, éxample because the
secrecy of the private key has been compromisedieNbrowsers such as
Firefox, Opera and Internet Exploreron Windows Vistaimplement the
Online Certificate Status Protoc@CSP) to verify that this is not the case.
The browser sends the certificate's serial nuntbénd certificate authority
or its delegate via OCSP and the authority respotadiing the browser
whether or not the certificate is still valid.

e The system can also be used for clianthenticationin order to limit
access to a web server to authorized users. Thislate site administrator
typically creates a certificate for each user, difasate that is loaded into
his/her browser. Normally, that contains the nam@ e-mail address of the
authorized user and is automatically checked by gbever on each
reconnect to verify the user's identity, potemyiallithout even entering a
password.

3.3.Browser integration

Secure Connection Failed
| svn.boost.org uses an invalid security certificate.
The certificate is not trusted because the issuer certificate is unknown.

(Error code: sec_error unknown_issuer)

= This could be a problem with the server's configuration, or it could be
someone trying to impersonate the server.

= |f you have connected to this server successfully in the past, the error
rmay be temporary, and you can try again later.

Or you can add an exception...

* When connecting to a site with an invalid certifesaolder browsers would
present the user with a dialog box asking if theyted to continue. Newer
browsers display a warning across the entire windd&wer browsers also
prominently display the site's security informatiartheaddress bar

» Extended validationcertificates turn the address bar green in newer
browsers. Most browsers also pop up a warningedauer when visiting a
site that contains a mixture of encrypted and ungrted content.

3.4.Application of HTTPS
3.4.1.0nline payment and Online Shopping
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 More Information...

E-commerce payment system

- An e-commerce payment system facilitates the aaoept ofelectronic
payment for online transactions Also known as Electronic Data
Interchange (EDI), e-commerce payment systems have become
increasingly popular due to the widespread use hef internet-based
shopping and banking.

- In the early years dB82C transactions, many consumers were apprehensive
of using their credit and debit cards over the rm#& because of the
perceived increased risk dfaud Recent research shows that 30% of
people in the United Kingdom still do not shop aelibecause they do not
trust online payment systems. However, 54% do belihat it is safe to
shop online which is an increase from 26% in 2006.

- There are numerous different payments systems adlailfor online
merchants. These include the traditional credibitdend charge card but
also new technologies such digital-wallets e-cash mobile paymentand




e-checks Another form of payment system is allowing a 3rarty to
complete the online transaction for you. These comgs are called
Payment Service Providers (PSR)good example iBaypalor WorldPay
(Note Paypal also offers its own payment system).

A payment system is a system (including physical or electronic
infrastructure and associated procedures and misloaised to settle
financial transactionsn bond markets currency marketsand futures
derivatives or options markets, or to transfer funds betweg&nancial
institutions Due to the backing of modefiat currencieswith government
bonds payment systems are a core part of modern mgngyatems.
Electronic money (also known a®-money electronic cash electronic
currency, digital money, digital cash or digital currency) refers to
money or scrip which is exchanged onlglectronically Typically, this
involves use oftomputer networksthe internet and digital stored value
systemsElectronic Funds Transfer (EF@8nddirect depositare examples
of electronic money. Also, it is a collective tefar financial cryptography
and technologies enabling it.

Online shopping

Online shopping is the process consumers go througlirchase products
or services over thmternet An online shop, eshop, e-store, internet shop,
webshop, webstore online store, or virtual store evokes the physica
analogy of buyingoroductsor servicesat abricks-and-mortaretaileror in
ashopping mall

The metaphor of aanline catalogs also used, by analogy withail order
catalogs. All types of stores have retail web sibesluding those that do
and do not also have physical storefronts and pa&péslogs. Online
shopping is a type oélectronic commerceised forbusiness-to-business
(B2B) andbusiness-to-consumé@B2C) transactions.

Credit Cards and Smart Cards

Over the years, credit cards have become one ahtdst common forms of
payment for e-commerce transactions. In North Aozealmost 90% of
online B2C transactions were made with this payment typebdiret al.

goes on to explain that it would be difficult fan anline retailer to operate
without supporting credit and debit cards due ® widespread use.
Increased security measures such as the use otteverification number
(CVN) which detects fraud by comparing the verificatimmmber on the
printed on the signature strip on the back of thed avith the information

on file with the cardholder's issuing bank.

Also online merchants have to comply with stringetés stipulated by the
credit and debit card issuers (Visa and Mastercdéinij means that
merchants must have seurity protocol and procedurgdace to ensure




transactions are more secure. This can also intladmg a certificate from
an authorisecertification authority (CAwho provides PKI infrastructure
for securing credit and debit card transactions.

- Despite this widespread use in North America, tteeestill a number of
countries such as China, India and Pakistan that Isame problems to
overcome in regard to credit card security. In theantime, the use of
smartcards has become extremely popularSrartcardis similar to a
credit card; however it contains an embedded &ltoprocessor and uses
electronic cash which transfers from the consumeasd to the sellers’
device. A popular smartcard initiative is the VIShartcard. Using the
VISA Smartcard you can transfer electronic caslydor card from your
bank account, and you can then use your card etugaretailers and on the
internet.

Payment service provider(PSP

- A payment service provider (PSP) offers merchamténe services for
accepting electronic payments by a variety of paynmeethods including
credit card bank-based payments suchdagct debif bank transferand
real-time bank transfer based amline banking Some PSPs provide
unique services to process other next generatiothads Payment
system} including cash payments, wallets sucHPagPal prepaid cards or
vouchers, and even paper or e-check processing.

- Typically, a PSP can connect to multipeequiring banks card, and
payment networks. In many cases the PSP will fulanage these technical
connections, relationships with the external nekwa@nd bank accounts.
This makes the merchant less dependent on finamstatutions and free
from the task of establishing these connectionsctly - especially when
operating internationally.

- Furthermore, a full service PSP can ofisk managemergervices for card
and bank based payments, transaction payment mgict@porting, fund
remittance and fraud protection in additionntalti-currencyfunctionality
and services.

- PSP fees are typically levied in one of two ways:apercentage of each
transaction or a low fixed cost per transaction.

3.4.2.Internet Banking
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Online banking (or Internet banking) allows customers to conduct financial
transactions on a secure website operated byr#tail orvirtual bank credit
unionor building society

The common features fall broadly into several catieg

* Transactional (e.g., performing a financial traisaicsuch as an account to
account transfer, paying a bill, wire transfemd applications... apply for a
loan, new account, etc.)

o Electronic bill presentment and payment - EBPP

o Funds transferbetween a customer's owghecking and savings
accountsor to another customer's account

0 Investmenipurchase or sale

0 Loanapplications and transactions, such as repayments

* Non-transactional (e.g., online statements, chiegls| cobrowsing, chat)
0 Bank statements
* Financial Institution Administration - features alling the financial
institution to manage the online experience ofrtead users
» ASP/Hosting Administration - features allowing thesting company to
administer the solution across financial institnso

Features commonly unique to business banking ieclud

e Support of multiple users having varying levelaathority
» Transaction approval process
* Wire transfer

Features commonly unique to Internet banking inelud




* Personal financial management support, such as rimgodata into
personal accounting software Some online banking platforms support
account aggregatioto allow the customers to monitor all of their agots
in one place whether they are with their main bak with other
institutions.

3.4.3.Manage Certificate
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VeriSign is the trusted provider of Internet intrasture services for the
networked world. The ability to know and trust theaties with which you do
business and communicate has become critical inghgorked world.

- VeriSign facilitates as many a0 billion authoritative Domain Name
System (DNS) queries a day, and has been provittiisgservice since
1998 with100% availability.

- VeriSign plans to increase capacity of the .com aed DNS byl0 times
by 2010to provide the security and stability required fpobal Internet-
based transactions.




VeriSign is the SSL Certificate provider of choife over 95% of the
Fortune 500and the world’'€10 largest banks

The VeriSign Secured® Seal, the most recognizedosymof trust on the
Internet (TNS Study, 2006), is served over 150iamltimes a day.
VeriSign has issued ovdr4 million VeriSign® ldentity Protection (VIP)

credentials to consumers for strong authenticatiom network of leading
Web sites.



Chapter 10.

1.Clustering
1.1.Cluster

A computer clusteris a group of linked@domputersworking together closely so
that in many respects they form a single compdiee. components of a cluster
are commonly, but not always, connected to eacérdkimough faskocal area
networks Clusters are usually deployed to improve perferceaand/or
availability over that provided by a single computehile typically being much
more cost-effective than single computers of comiplarspeed or availability.

1.2.Cluster categorizations
1.2.1High-availability (HA) clusters

* High-availability clusters (also known as Failover Clusters) are
implemented primarily for the purpose of improvitige availability of
services which the cluster provides. They operatehéving redundant
nodes which are then used to provide service when systemponents
fail. The most common size for an HA clustertws nodes which is the
minimum requirement to provide redundancy. HA a@usinplementations
attempt to use redundancy of cluster componengdinonatesingle points
of failure.




» There are many commercial implementations of HiglaiRbility clusters
for many operating systems. Thaux-HA project is one commonly used
free softwareHA package for théinux OSs.

1.2.2.Load-balancing clusters

» Load-balancingwhen multiple computers are linked together toreha
computational workload or function as a singleuattcomputer. Logically,
from the user side, they are multiple machines, fbattion as a single
virtual machine. Requests initiated from the usex managed by, and
distributed among, all the standalone computer$otm a cluster. This
results in balanced computational work among dffér machines,
improving the performance of the cluster system.

1.2.3.Compute clusters

» Often clusters are used for primarily computatiopafposes, rather than
handling 10-oriented operations such as web servicalatabases. For
instance, a cluster might support computationalukitions of weather or
vehicle crashes. The primary distinction within qate clusters is how
tightly-coupled the individual nodes are. For imgt&, a single compute job
may require frequent communication among nodess-ithplies that the
cluster shares a dedicated network, is denselytddcand probably has
homogenous nodes. This cluster design is usuallrresl to asBeowulf
Cluster The other extreme is where a compute job usepifew nodes,
and needs little or no inter-node communicationisTiatter category is
sometimes called "Grid" computing. Tightly-couplegmpute clusters are
designed for work that might traditionally have beecalled
"supercomputing”. Middleware such 8| (Message Passing Interface)
PVM (Parallel Virtual Machinepermits compute clustering programs to be
portable to a wide variety of clusters.

1.2.4.Grid computing

» Grids are usually computer clusters, but more fedusn throughput like a
computing utility rather than running fewer, tightly-coupled jobdte,
grids will incorporate heterogeneous collectionscomputers, possibly
distributed geographically, sometimes administerdy unrelated
organizations.

e Grid computing is optimized for workloads which consist of many
independent jobs or packets of work, which do natento share data
between the jobs during the computation procesglsGerve to manage
the allocation of jobs to computers which will perh the work
independently of the rest of the grid cluster. Reses such as storage may




be shared by all the nodes, but intermediate esfilone job do not affect
other jobs in progress on other nodes of the grid.

An example of a very large grid is thHeolding@homeproject. It is
analyzing data that is used by researchers tociimds for diseases such as
Alzheimer's and cancer. Another large project sSETI@homeproject,
which may be the largest distributed grid in exs& It uses
approximately three million home computers all othe world to analyze
data from theArecibo Observatoryadiotelescopesearching for evidence
of extraterrestrial intelligence. In both of theseses, there is no inter-node
communication or shared storage. Individual nodesnect to a main,
central location to retrieve a small processing jbbey then perform the
computation and return the result to the centralese In the case of the
@home projects, the software is generally run whkie® computer is
otherwise idle. The grid setup means that the nodegake however many
jobs they are able in one session.

1.3.Technologies

MPI is a widely-available communications library theables parallel
programs to be written i€, Fortran Python OCam| and many other
programming languages.

The GNU/Linux world supports various cluster softejafor application
clustering, there iBeowulf, distcg and MPICH. Linux Virtual Server
Linux-HA - director-based clusters that allow incoming e=sis for
services to be distributed across multiple clustevxdes. MOSIX,
openMosix Kerrighed OpenSSilare full-blown clusters integrated into the
kernel that provide for automatic process migration ambogiogeneous
nodes. OpenSSl, openMosix and Kerrighed anegle-system image
implementations.

Microsoft WindowsCompute Cluster Server 2003 based onWitiedows
Serverplatform provides pieces for High Performance Cotimg like the
Job Scheduler, MSMPI library and management tadiSSA's recently
installed Lincoln is a cluster of 450 Dell PowerEd§)855 blade servers
running Windows Compute Cluster Server 2003. Thisster debuted at
#130 on thel'op500list in June 2006.

gridMathematica provides distributed computations over clusters
including data analysis, computer algebra and 3Dalization. It can make
use of other technologies such as Altair PBS Psofeal, Microsoft
Windows Compute Cluster Server, Platform LSF and Grid Engine.
glLite is a set of middleware technologies created byEttabling Grids for
E-sciencHEGEE) project.

1.4.Example of clustered web server system

| System Name | BlueGene/L




Site DOE/NNSA/LLNL
System Family IBM BlueGene
System Model BlueGene/L

Computer eServer Blue Gene Solution
Vendor IBM

URL http://www.lInl.gov/asc/comput...
Application area | Not Specified

Main Memory 73728 GB

Installation Year | 2007

Operating Systen

nCNK/SLES 9

Memory 73728 GB
Interconnect Proprietary
Processor PowerPC 440 700 MHz (2.8
GFlops)
Housed in Lawrence Livermore National LaboratoryBerascale

Simulation Facility, BlueGene/L (BGL) clocked 478t#llion floating

operations per second (teraFLOPS) on LINPACK, titistry standard of
measure for high-performance computing. Built byMIBBGL is a

workhorse supercomputer used to make possible ceisimulation of
unprecedented detail for NNSA's tri-lab Advancedm@iation and
Computing (ASC) Program, which leverages the comguexpertise and
resources of Sandia, Los Alamos and Lawrence Ligegmnational
laboratories.

Computer simulations are a cornerstone of NNSA@mm to ensure the
safety, security and reliability of the nation’sctear deterrent without
underground testing — stockpile stewardship.

Recently expanded to accommodate growing demankidbrperformance

systems able to run the most complex nuclear weapscience

calculations, BGL now has a peak speed of 596 L€&S. In partnership

with IBM, the machine was scaled up from 65,53616,496 nodes in five

rows of racks; the 40,960 new nodes have doublemtémory of those

installed in the original machine.

The upgrading of BGL, notably through the additmhnodes with twice

the memory, allows scientists from the three nuclaapons labs to
develop and explore a broader set of applicatibas the single package
weapons science oriented work that has been thestagiof the machine
in the past. For example, BGL had been used wiftelynaterials science
calculations such as assessing materials at extremgeratures and
pressures. Now it will be much easier to run mavenglex applications




related to modeling integrated systems as oppastxttised exploration of
one area of physics or chemistry.

Site Name ECMWF

URL http://www.ecmwf.int/
Segment Research

City Reading

State N/A

Country United Kingdom

The European Centre for Medium-Range Weather Fete¢@CMWF, the
Centre) is an international organisation suppoled®8 European States,
based in Reading, west of London, in the Unitedgidiom.

ECMWF provides state-of-the-art weather forecash @ad products to its
Member States as well as managing a super-comgatdity which
provides resources for weather forecasting reseaand computer
modelling of the global weather atmosphere andmcea

ECMWF Member States are allocated a proportion @&@&MEVF's
supercomputing resources and have access to &adatives.



2.Load balancing
2.1.What ‘s Load balancing

In computer networkingload balancing is a technique to spread work
between two or more computers, network links, CRiasd drives, or other
resources, in order to get optimal resource utibra maximize
throughput, and minimize response time. Using mpldtcomponents with
load balancing, instead of a single component, mnayease reliability
through redundancy The balancing service is usually provided by a
dedicated program or hardware device (suchraslalayer switch).

It is commonly used to mediate internal communaai in computer
clusters especiallyhigh-availability clusters

2.2.For Internet Service

One of the most common applications of load balanes to provide a
singleInternetservice from multipleservers sometimes known assgrver
farm. Commonly load-balanced systems include popwab sites large
Internet Relay Chatetworks, high-bandwidtRile Transfer Protocaddites,
NNTP servers an@NS servers.

For Internet services, the load balancer is uswaigftware program which
is listening on theport where external clients connect to access services.
The load balancer forwards requests to one oflthekend" servers, which
usually replies to the load balancer. This allotes lbad balancer to reply
to the client without the client ever knowing abtha internal separation of
functions. It also prevents clients from contactivagkend servers directly,
which may have security benefits by hiding the dtice of the internal
network and preventing attacks on the kernel's oldwstack or unrelated
services running on other ports.

Some load balancers provide a mechanism for dangething special in
the event that all backend servers are unavailalibes might include
forwarding to a backup load balancer, or displaygnghnessage regarding
the outage.

An alternate method of load balancing which dodsnecessarily require a
dedicated software or hardware node, is caltechd robin DNS In this
technique, multipléP_addresseare associated with a singlemain hame
(i.e. www.example.org); clients themselves are etgukto choose which
server to connect. Unlike the use of a dedicateat Ibalancer, this
technique is not "opaque" to clients, because ftos&s the existence of
multiple backend servers. The technique has otlsrardages and
disadvantages, depending on the degree of contesltbe DNS server and
the granularity of load balancing which is desired.




A variety ofscheduling algorithmare used by load balancers to determine
which backend server to send a request to. Simigleritoms include
random choice oround robin More sophisticated load balancers may take
into account additional factors, such as a serveported load, recent
response times, up/down status (determined by atonmgy poll of some
kind), number of active connections, geographiation, capabilities, or
how much traffic it has recently been assigned hHhigrformance systems
may use multiple layers of load balancing.

In addition to using dedicated hardware load bades)csoftware-only
solutions are available, including open sourceamsti Examples of the
latter include theApacheweb server's mod_proxy balancer extension and
the Poundreverse proxy and load balancer.

2.3.Persistence

An important issue when operating a load-balancewice is how to
handle information that must be kept across the muiple requestsin a
user's sessionlf this information is stored locally on one baghd server,
then subsequent requests going to different badkservers would not be
able to find it. This might be cached informatitwattcan be recomputed, in
which case load-balancing a request to a diffeltk end server just
introduces a performance issue.

One solution to the session data issue is to sénde@uests in a user
session consistentlyo the same back end serverThis is known as
"persistence" or "stickiness". A large downsideHhis technique is its lack
of automaticfailover. if a backend server goes down, its per-session
information becomes inaccessible, and sessionsndeye on it are lost.
Interestingly enough, the very same problem is llisuelevant to central
database servers, even if web servers are "stglted@sl not "sticky",
central database is (see below).

Assignment to a particular server might be basead asername, clienP
address or random assignment. Due tDHCP, Network Address
Translation andweb proxies the client's IP address may change across
requests, and so this method can be somewhat ableeli Random
assignments must be remembered by the load bajawbé&rh creates a
storage burden. If the load balancer is replacddilsy; this information can
be lost, and assignments may need to be deletedatimeout period or
during periods of high load, to avoid exceeding $pace available for the
assignment table. The random assignment methodedsires that clients
maintain some state, which can be a problem, famgte when a web
browser has disabled storage of cookies. Sophistic®ad balancers use
multiple persistence techniques to avoid some efstiortcomings of any
one method.




Another solution is to keep the per-session data databaseGenerally
this is bad for performance since it increasesldad on the database: the
database is best used to store information lessiénat than per-session
data. (Interestingly, to prevent a database froooimng asingle point of
failure, and to improvescalability the database is often replicated across
multiple machines, antbad balancingis used to spread the query load
across those replicas.)

Fortunately there are more efficient approacheshénvery common case
where the client is a web browser, per-session databe stored in the
browser itself. One technique is to use a browsekie, suitably time-
stamped and encrypted. AnothelUBL rewriting. Storing session data on
the client is generally the preferred solution:nthiee load balancer is free
to pick any backend server to handle a request.ddewy this method of
state-data handling is not really suitable for saomplex business logic
scenarios, where session state payload is verpibigcomputing it with
every request on a server is not feasible.

2.4.Load balancer features

Hardware and software load balancers can comeamtiriety of special features.

1.

Asymmetric load: A ratio can be manually assigned to cause some
backend servers to get a greater share of the eamtkhan others. This is
sometimes used as a crude way to account for semers being faster
than others.

Priority activation: When the number of available servers drops below a
certain number, or load gets too high, standbyesergan be brought online
SSL Offload and Acceleration: SSL applications can be a heavy burden
on the resources of a Web Server, especially oi€#lg and the end users
may see a slow response (or at the very leastettvers are spending a lot
of cycles doing things they weren't designed ta d@o)resolve these kinds
of issues, a Load Balancer capable of handling SHfloading in
specialized hardware may be used. When Load Batarare taking the
SSL connections, the burden on the Web Serversetuced and
performance will not degrade for the end users.

Distributed Denial of Service (DDoS) attack protedbn: load balancers
can provide features such 88N cookiesand delayed-binding (the back-
end servers don't see the client until it finisliss TCP handshake) to
mitigate SYN flood attacks and generally offload work from the sesver

a more efficient platform.

HTTP compression reduces amount of data to be transferred for HTTP
objects by utilizing gzip compression availablalhmodern web browsers
TCP offload: different vendors use different terms for thist the idea is
that normally each HTTP request from each clienaiglifferent TCP




connection. This feature utilizes HTTP/1.1 to cdigste multiple HTTP
requests from multiple clients into a single TCRk&t to the back-end
servers.

7. TCP buffering: the load balancer can buffer responses from theesand
spoon-feed the data out to slow clients, allowimg $erver to move on to
other tasks.

8. Direct Server Return: an option for asymmetrical load distribution, wder
request and reply have different network paths.

9. Health checking: the balancer will poll servers for applicationdayealth
and remove failed servers from the pool.

10.HTTP caching: the load balancer can store static content so dbate
requests can be handled without contacting thesgelers.

11.Content Filtering: some load balancers can arbitrarily modify traffic
the way through.

12.HTTP security: some load balancers can hide HTTP error pagegvem
server identification headers from HTTP responaad, encrypt cookies so
end users can't manipulate them.

13.Priority queuing: also known asate shapingthe ability to give different
priority to different traffic.

14.Content aware switching: most load balancers can send requests to
different servers based on the URL being requested.

15.Client authentication: authenticate users against a variety of
authentication sources before allowing them acteasvebsite.

16.Programmatic traffic manipulation: at least one load balancer allows the
use of a scripting language to allow custom loathriang methods,
arbitrary traffic manipulations, and more.

17.Firewall: Direct connections to backend servers are predefie network
security reasons.

2.5.Implement Load balancing
2.5.1.Local DNS Caching

Once the local DNS receives the reply, it will cadiat information for a
specified time, known as time to live (TTL). TTL$pecified by the authoritative
DNS as part of its reply. That means, the local DhM& simply reply to all
subsequent requests with the information it hamftbe earlier DNS reply until
the TTL expires. Once the TTL expires, the nextussy to the local DNS will
trigger a request to the authoritative DNS agaiaching helps ensure faster
response time for the same name to address resolgtieries from subsequent
clients. At the same time, TTL helps ensure that libcal DNS captures any
updates or changes from the authoritative DNS. @ingnthe TTL to a lower
value causes the local DNS to query the authorédliNS more often. Changing
the TTL to a higher value puts the local DNS at tiek of having stale
information for increased durations.




If the local DNS receives multiple IP addressepag of the DNS reply, it
may give one IP address to each of its clientsrouad-robin manner.

In addition to the local DNS caching the DNS resas) the client browser also
caches the DNS response.

Unfortunately, popular client browsers currentiynage the TTL set by the
authoritative DNS. Versions 3.x of Microsoft IntetnExplorer, for example,
cache the DNS response for 24 hours. Unless thesleroapplication is terminated
and restarted, it does not query the DNS agai4dnours for a given domain.

Versions 4.x and later cache the DNS response Gomihutes. Microsoft
provides a note on the support section of its Wiban how to change the cache
time—out value for Internet Explorer by modifyingrtain entries in the registry.
(Search for keywordge cache dns timeoun the support section of Microsoft's
Website).

2.5.2.Using Standard DNS for load balancing

DNS can be used for load balancing across mulipieers using the standard
round-robin mechanism available in the DNS sereash IP address configured
for the domain name may actually be a VIP on a lbalncer that's bound to
several servers connected to the load balancer. D&IE be used for some
rudimentary load balancing across the various idda servers or multiple load
balancers at different sites where each load baftaperforms server load
balancing.

But the DNS has no knowledge of which of the défar IP addresses is
actually working or how much load is on each ondhoflse sites. A site may be
completely inaccessible, but the DNS may contiruprbvide that IP address as
part of its reply. We can’t view this as a shortaognof the DNS architecture
because DNS was never designed for GSLB. It wase@\as a way to provide
the name-to—address translation.

2.5.3.HTTP Redirect

One approach that can be used with no change® texiating DNS system or
configuration is a method callédlT TP redirect The protocol definition for HTTP
includes a way for a Web server to reply with anTiHTresponse that contains a
redirect error code and the redirected URL. Thisrms the browser that it must
go to the new URL in order to get the informatias iooking for. Figure 5.5
shows how HTTP redirect works. When a user typgs//www.foo.comthe local
DNS resolves the nantdtp://www.foo.comto the IP address of a Web server in
New York. When the browser makes the HTTP requbstWeb server in New
York redirects the browser tatp://www1.foo.comfhe browser goes to the local
DNS again to resolve the namevw1.foo.conto an IP address that is in San Jose.
Finally, the browser makes the HTTP request to g¢bever in San Jose and
retrieves the Web page content. The server in Newk ¥an decide whether and
where to redirect the user, based on differentrpatars or policies.
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Figure 5.5: HTTP redirect.

The advantages of the HTTP redirect method.

» There is no change to any of the existing DNS setugpnfiguration.

* When the server in New York gets the HTTP reque&nows the client’s

IP address, which can be helpful.

The disadvantages of the HTTP redirect method.
As the name indicates, this method works only f&iTR applications and not for
any others.
The initial response time now increases as it metuan additional DNS lookup
for wwwl.foo.com,establishing a TCP connection witlwww1.foo.comand
sending the HTTP request again.
Since all users must first go tbttp://www.foo.com/this may become a
performance or reliability bottleneck, althoughstban be alleviated a bit by using
standard DNS-based round-robin load balancing.



2.6.Some Alogrithm for Load balancing
2.6.1.Random

This load balancing method randomly distributesdl@&ross the servers
available, picking one via random number generatma sending the
current connection to it. While it is available omany load balancing
products, its usefulness is questionable exceptemngtime is concerned —
and then only if you detect down machines.

Plain Programmer DescriptionThe system builds an array of Servers
being load balanced, and uses the random numberagen to determine
who gets the next connection... Far from an elegahitisn, and most
often found in large software packages that haw@ath load balancing in
as a feature.

2.6.2.Round Robin

Round Robin passes each new connection requds taoekt server in line,
eventually distributing connections evenly acrdss array of machines
being load balanced. Round Robin works well in nuastfigurations, but
could be better if the equipment that you are lbaldncing is not roughly
equal in processing speed, connection speed, amaioiory.

Plain Programmer DescriptionThe system builds a standard circular
gueue and walks through it, sending one requestatdhh machine before
getting to the start of the queue and doing it mg@fhile I've never seen
the code (or actual load balancer code for anyhetd for that matter),
we’'ve all written this queue with the modulus fuontbefore. In school if
nowhere else.

2.6.3.Weighted Round Robincalled Ratio on the BIG-IP)

With this method, the number of connections thathemachine receives
over time is proportionate to a ratio weight yodime for each machine.
This is an improvement over Round Robin becausecgousay “Machine 3
can handle 2x the load of machines 1 and 2", aedldad balancer will
send two requests to machine #3 for each requéisé tothers.

Plain Programmer DescriptionThe simplest way to explain for this one is
that the system makes multiple entries in the Rdraldin circular queue
for servers with larger ratios. So if you set ratat 3:2:1:1 for your four
servers, that's what the queue would look like -erfiries for the first
server, two for the second, one each for the tmdl fourth. In this version,
the weights are set when the load balancing is igordgd for your
application and never change, so the system watl jeep looping through
that circular queue. Different vendors use différemighting systems —
whole numbers, decimals that must total 1.0 (10084), but this is an




implementation detail, they all end up in a circudaeue style layout with
more entries for larger ratings.

2.6.4.Dynamic Round Robin(Called Dynamic Ratio on the BIG-IP)

e This is similar to Weighted Round Robin, howeveeights are based on
continuous monitoring of the servers and are tloeeefcontinually
changing. This is a dynamic load balancing methaiktributing
connections based on various aspects of real-tiemees performance
analysis, such as the current number of connecpensode or the fastest
node response time. Thigplication Delivery Controllemethod israrely
available in a simple load balancer.

* Plain Programmer Descriptionif you think of Weighted Round Robin
where the circular queue is rebuilt with new (dyrgrweights whenever it
has been fully traversed, you'll be dead-on.

2.6.5.Fastest

» The Fastest method passes a new connection bagéé fastest response
time of all servers. This method may be particyladeful in environments
where servers are distributed across differenchdgietworks. On the BIG-
IP, only servers that are active will be selected.

* Plain Programmer DescriptionThe load balancer looks at the response
time of each attached server and chooses the ahetlé best response
time. This is pretty straight-forward, but can le@dcongestion because
response timeight nowwon’t necessarily be response time in 1 second or
two seconds. Since connections are generally gtimgugh the load
balancer, this algorithm is a lot easier to implatdan you might think,
as long as the numbers are kept up to date whersevesponse comes
through.

2.6.6.Least Connections

» With this method, the system passes a new conmeictithe server that has
the least number of current connections. Least Ections methods work
best in environments where the servers or otheipewnt you are load
balancing have similar capabilities. This is a dyiw load balancing
method, distributing connections based on variosigeets of real-time
server performance analysis, such as the currenbeuof connections per
node or the fastest node response time. TAymplication Delivery
Controller method igrarely available in a simple load balancer.

e Plain Programmer DescriptionThis algorithm just keeps track of the
number of connections attached to each serverseledts the one with the
smallest number to receive the connection. Likdefds this can cause




congestion when the connections are all of diffedemations — like if one
is loading a plain HTML page and another is runnengSP with a ton of
database lookups. Connection counting just doeanttount for that
scenario very well.

2.6.7.0Observed

The Observed method uses a combination of the loggd in the Least
Connections and Fastest algorithms to load balanneections to servers
being load-balanced. With this method, servers rarked based on a
combination of the number of current connectiond #re response time.
Servers that have a better balance of fewest ctionscand fastest
response time receive a greater proportion of tbanections. This
Application Delivery Controllemethod israrely available in a simple load
balancer.

Plain Programmer DescriptionThis algorithm tries to merge Fastest and
Least Connections, which does make it more appgdfian either one of
the above than alone. In this case, an array i$ With the information
indicated (how weighting is done will vary, anddrd know even for F5,
let alone our competitors), and the element withhighest value is chosen
to receive the connection. This somewhat countexsaeaknesses of both
of the original algorithms, but does not accoumtvithen a server is about
to be overloaded — like when three requests todhaty-heavy JSP have
just been submitted, but not yet hit the heavy work

2.6.8.Predictive

The Predictive method uses the ranking method usedhe Observed
method, however, with the Predictive method, theteay analyzes the
trend of the ranking over time, determining whetheservers performance
is currently improving or declining. The serverstie specified pool with
better performance rankings that are currently owmg, rather than
declining, receive a higher proportion of the carions. The Predictive
methods work well in any environment. Thi&pplication Delivery
Controller method igarely available in a simple load balancer.

Plain Programmer DescriptionThis method attempts to fix the one
problem with Observed by watching what is happeniith the server. If
its response time has started going down, it is lé®ly to receive the
packet. Again, no idea what the weightings are douarray is built and the
most desirable is chosen.

2.6.9.Locality Aware Request Distribution




* With content based request distribution the fromdl éakes into account
both the service content requested and the cutoawt on the backend
nodes when deciding which backend node should segreen requesil

* The potential advantages of content based requistgbdtion are increased
performance due to improved hit rates in the badlsemain memory
caches increased secondary storage scalabilityodilie ability to partition
the server's database over the dierent backendsnadd the ability to
employ backend nodes that are specialized forioetypes of requests eg
audio and video.

* The locality aware request distributiobhARD strategy presented in this
paper is a form of content based request distobuibcusing on obtaining
the first of the advantages cited above namely avgal cache hit rates in
the backends.
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» Figure illustrates the principle of LARD in a silegserver with two back
ends and three targets (A.B.C) in the incoming eststream. The front
end directs all requests for A to back end 1 ahdeguests for B and C to
back end 2. By doing so there is an increasedliliiad that the request
[Ifinds the requested target in the cache at the badkIn contrast with a
round robin distribution of incoming requests resfaeof all three targets
will arrive at both backends.This increases theliilfood of a cache miss if
the sum of the sizes of the three targets or meremlly if the size of the
working set exceeds the size of the main memorpheat an individual
backend node.

2.6.10.Genetic Based GDE Approach in Load Balancing

The aim of this method is to compare and equakod eeighbor server workload
in an arbitrary web cluster topology until the wlodd distribution reaches the
balance stage. The first step of GDE approackirguedge-coloring method to
determine the dimension indices. The dimensiaefed as edges with the
same color while the iterative process for all disiens in the corresponding
system topology is defined as a sweep. Basedeoprddefined dimension,
neighbor server workload exchanged is equalizedigaibe order dimension. The
exchange parameter of the GDE method will goveenitbrkload amount for each
server. Optimal sets of exchange parameters lbeae selected using genetic




algorithm to accelerate the system to achievetti#esstage. The structure of the
process flow is illustrated in.
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Figure 1: Genetic Based GDE Approach

Process Flow



3.Round robin DNS
3.1.What ‘s round robin DNS

* Round robin DNS is a technique ofoad distribution load balancing, or
fault-toleranceprovisioning multiple, redundarihternet Protocolservice
hosts, e.g.Web serversFTP servers by managing thédomain Name
Systen's (DNS) responses to address requests from ctentputers
according to an appropriate statistical model.

* In its simplest implementation Round-robin DNS wotky responding to
DNS requests not only with a sindl addressbut a list of IP addresses of
several servers that host identical services. Tderan which IP addresses
from the list are returned is the basis for thenteound robin With each
DNS response, the IP address sequence in thesmrmuted Usually,
basic IP clients attempt connections with the fagtiress returned from a
DNS query so that on different connection attenghitnts would receive
service from different providers, thus distributitige overall load among
servers.

* There is no standard procedure for deciding whdiiress will be used by
the requesting application - a few resolvers attetope-order the list to
give priority to numerically "closer" networks. Serdesktop clients do try
alternate addresses after a connection timeoud-éb3seconds.

* Round robin DNS is often used for balancing thedlo& geographically-
distributedWeb serversFor example, a company has one domain name
and three identical web sites residing on thregessrwith three different
IP addresses. When one user accesses the homé palybe sent to the
first IP address. The second user who accessdwthe page will be sent
to the next IP address, and the third user wilbémat to the third IP address.
In each case, once the IP address is given ogies to the end of the list.
The fourth user, therefore, will be sent to thetflP address, and so forth.

 Many IRC networksuse round robin DNS to distribute users among the
servers on their networks. Indeed, virtually alfgla and established
networks have round robin DNS implementations fache continent or
country in which they have servers - so users cagnau'random' server but
not necessarily one local to them.

3.2.Implement Round Robin DNS
3.2.1.DNS load balancing implementation (Multiple GIAMES)

e This approach works for BIND 4 name servers, whnatdtiple CNAMES
are not considered as a configuration error. Assgnthere are 4 web
servers in the cluster configured with IP addredst%45.67.[1-4], add all
of them to the DNS with Address records (A Namespelow. The srv[1-




4] can be set to any name you want, such as fop[ied should match the
next step.

srvl IN A 123.45.67.1
srv2 IN A 123.45.67.2
srv3 IN A 123.45.67.3
srv4d IN A 123.45.67.4

» Add the following canonical names to resolve wwwmdin.com to one of
these servers.

www IN CNAME srvl.domain.tld.
IN CNAME srv2.domain.tld.
IN CNAME srv3.domain.tld.
IN CNAME srv4.domain.tld.

« The DNS server will resolve the www.domain.com twe oof the listed
servers in a rotated manner. That will spread dogests over the group of
servers.

Note: The requests sent to http://domain.com (witheww") should be
forwarded to http://www.domain.com in this casevirk. For BIND 8 name
servers, the above approach will throw an erronfattiple CNAMES. This can
be avoided by an explicit multiple CNAME configumat option as shown below.

options {
multiple-cnames yes;

5

3.2.2.DNS load balancing implementation (Multiple ARecords)

This above approach with multiple CNAMES for onerdon name is not a valid
DNS server configuration for BIND 9 and above.Histcase, multiple A records
are used.

www.domain.tld. 60 IN A 123.45.67.1
www.domain.tld. 60 IN A 123.45.67.2
www.domain.tld. 60 IN A 123.45.67.3
www.domain.tld. 60 IN A 123.45.67.4

The TTL value should be kept to a low value, so thahe DNS cache is
refreshed faster.

3.3.Performance
* While the performance of fast zones isn't exactstlar, it is not much
more than the normal CPU loads induced by BIND. stiig was
performed on a Sun Sparc-2 being used as a normistation, but no




resolvers were using the name server - essenti@lyyameserver was idle.
For a configuration with no fast subzones, BINDraed 11 CPU seconds
in 24 hours. For a configuration with one fast gosix address records,
and being refreshed every 300 seconds (5 minlB#Y]) accrued 1 minute
4 seconds CPU time. For the same previous cormigur, but being
refreshed every sixty seconds, BIND accrued 5 remaind 38 seconds of
CPU time.

As is no great surprise, the CPU load on the sgrimachine was linear to
the frequency of the refresh time. The sixty seécmfresh configuration
used approximately five times as much CPU time idstite 300 second
refresh configuration. One can easily extrapolat® the overall CPU
utilization would be linear to the number of zomesl the frequency of the
refresh period. All of this is based on a shetipchat always indicated
that a zone update was necessary, a more intdlliigegram should realize
when the reordering of the RRs was unnecessaryaaoid such periodic
zone reloads.

3.4.Drawbacks

Although easy to implement, round robin DNS hadbfgmatic drawbacks,
such as those arising from record caching in the&sDiwerarchy itself, as
well as client-side address caching and reuse;dhwination of which can
be difficult to manage. Round robin DNS should solely be relied upon
for service availability. If a service at one oethddresses in the list fails,
the DNS will continue to hand out that address @rehts will still attempt
to reach the inoperable service.

Also, it may not be the best choice foad balancingn its own since it
merely alternates the order of the address reamadk time a name server
is queried. There is no consideration for matchhmey user IP address and
its geographical location, transaction time, setwad, network congestion,
etc. Round robin DNS load balancing works bestsenvices with a large
number of uniformly distributed connections to ssv of equivalent
capacity. Otherwise it just doésad distribution

Methods exist to overcome such limitations. Fornepke, modified DNS
servers (such as Ibnan®d can routinely poll mirrored servers for
availability and load factor. If a server does reyily as required, the server
can be temporarily removed from the DNS pool, umtieports that it is
once again operating within specifications.




Chapter 11.

1.Web Services
1.1. Concept of WebServices

A Web Service(alsoWeb Service Webservice is defined by th&Vv3C as

"a software system designed to suppotéroperablemachine-to-machine
interaction over anetwork'.l Web services are frequently jusstternet
application programming interfacq#\PIl) that can be accessed over a
network, such as thaternet and executed on a remote system hosting the
requested services. Other approaches with neaglgdime functionality as
web services ar®©bject Management Grolgp (OMG) Common Object
Request Broker Architecture CORBA), Microsofts Distributed
Component Object ModelDCOM) or SUNs Java/Remote Method
Invocation RMI).

The W3C Web service definition encompasses many diffesgatems, but

in common usage the term referscl@nts and serversthat communicate
over theHTTP protocol used on the Web. Such services tend lkonta
one of two camps: Big Web Services and RESTful \Wetvices.

1.2.Generic Architecture of WebServices

Server Server Get
Request Response Contract
Listener \

Web Service Facade

Web Service Logic \
I ( Web Service

Data Access

T

Figure 11.1 Architecture of WebServices




» Web Services is independent modular componentsgchavtio not have a
user interface and provide services on LAN, WAN, NAand internet.
They designed to provide 100 percent interopetgbiiver dissimilar
networks as they use TCP/IP, HTTP, and XML for camioation.

* Web Serivces use Simple Object Access Protocol (5Qé communicate
with heterogeneous system by exchanging messagkP $©a platform-
independent protocol that use XML to exchange mfion. A Web
Service is the ideal solution to all the problemenditional distributed
computing.

» The architecture of a Web Service helps in undedstey the working of
the Web Services. There is five layers in generhitecture of Web
Services.

» Data layer stores the information needed by Webi&er

» Data Access layer maintains data integrity by sspay the data sources
from the manipulation done to the bussiness logic.

* Web Service Logic layer consist web server logic.

* Web Service Facade layer provide interface cormdipg to functions
provided by the Web Service.

» Listen Layer interacts with the client applicatipascepts the request, and
parses it. It then passes the message parametidwes appropriate methods
in the bussiness facade. This is the only layelichvis aware that it is a
part of Web Serivce.

1.3.Life Cycle of a Web Service
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Figure 11.2 Life Cycle of a Web Service

Web Services provide the service interface instdaduser interface. The service
interface is an XML document that is used to dal ¥YWeb Service. Therefore, this
interface plays a major role in the lifecycle da&b Service. The life cycle of a
Web Service defines the scope of the Web Serviddlanactivities involved to
use it. The tasks involved in the life cycle of @MService are

o Design a Web Service.

o Clearly define the service interface and Web Sermiethods.

0 Once the Web Service is created, it should be texgid on some
central network node to help the Web clients inifig and using the
service.

o Now, the Web clients should locate the Web Servigethe Web to
use them.

o The Web Service should be called.

1.4. XML Web Services
1.4.1.Concept of XML Web Services
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Figure 11.3 XML Web Services

e An XML Web Service is an independent component t@hmunicates
with other applications using standard Web pro®eoich as HTTP, XML,
SOAP, and TCP/IP. This allows XML Web Services eonmunicate with
applications written in different languages, opieabn different platforms,
and communicating with different protocols. Web \&&¥s created using
ASP.Net are called XML Web Services as they compatei on the
network by exchanging messages in XML format.

e Apart from the feature of interoperability, Web #ees provides some
more features. These features include

o Stateless architecture
o Asynchronous architecture
o Platform and language-independent communication.

1.4.2. XML Web Services Infrastructure




1 Directory
(http://uddi.microsoft.com)

The client attempts to locate an XML Web Service.

A URL to a discovery document is linked.

2 Discovery ==
{http://www.aptech.com/default.disco) uDDI

The client requests the discovery document.

The discovery document is returned. l
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The service description is returned. |
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4 Write Format Service
The client regquests the XML Web Service.

The service respanse is returned.

Figure 11.4 XML Web Services Infrastructure

XML Web Services register themselves on a centdlvark node to make
the services available to users. The node is alsmwvk as Universal
Description, Discovery, and Intergration ( UDDI) grstry. After
registration, Web clients locate XML Web Services using an XML
documents called the Web Services Description Lagg(t WSDL), and
the Discovery (DISCO) specification. The WSDL do@nh provides the
description about the Web Services, whereas theCDISpecification
provides algorithms to locate the Web Service. thiése operations are
conducted using the XML Web Services infrastructure

The infrastructure consists of four different comes to fullfill the
operations over the Web. These components are

o XML Web Services Directories allow registering W8brvices and
searching for the registered Web Services using UBN2b clients
are UDDI to search for the required Web Services.

o XML Web Service Discovery is a process that alldsb clients to
discover documents describing an XML Web Servick.id
performed using the WSDL document and the DISCQ@ipation.
When the Web client searches uses UDDI to locaiéeh Service,
the WSDL document is returned as response.




0 XML Web Service Description provides the descriptielated to a
particulat XML Web Service. The description helpgproviding the
information on how to interact with a particular XMVeb Service.

o XML Web Service Wire Formats. XML Web Services coomtate
using open wire formats. These are platform-inddpah protocols,
which can be interpreted by systems supportingctramon Web
standards such as HTTP and XML. SOAP is main pobtosed
extensively used for communicating with XML Web des.

1.4.3.Client and XML Web Service Communication
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Figure 11.5.Client and XML Web Service Communicatio

The Web client must perform a few steps to calleb\VBervice. These steps
include

* The client creates an object of the XML Web Servyicexy class. The
proxy class is an object on the client computeingcas a representative of
the service.

* The client calls the method on the proxy class.

e The arguments of the XML Web Sevice method areakeed into a SOAP
message by the XML Web Service infrastructure loa tlient computer.

* The arguments are sent to the XML Web Service theenetwork.

» The Web server receives the SOAP message andalessyit.

» The infrastructure on the server invokes the methodreating an object of
class implementing the service and passes the amfsm




The method is exectued and the value returnedeteltbnt using the same
process of sending the request message.

1.5 Advantages and Disadvantages compared to thHeBBO&

RMI

1.5.1.Advantages

Allowing cross business integration by providingcess to third-party
softwares and legacy applications irrespective léirt platform and
programming language.

Providing increased efficiency, scalability, and iminability as
applications are split into independent smaller ponents.

Reducing complexity by providing encapsulation, ethirees the clients
from knowing the Web Service architecture.

Ensuring interoperability by using common Web stadd.
Providing on-demand intergration of distributed gaments.

1.5.2.Disadvantages

No track of activities as HTTP is a stateless polto

Fear of security risks as even critical serviceshsas credit card
validations are explored on Web.

Mandatory XML support without which the Web Sengaannot function.
High cost for deploying Web Services.

1.6.SDL ( Service Description Language )
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Figure 11.6 SDL
1.6.1The need of SDL

» Consider a scenario where a traveling agency nptg to create a Web
Service for their customers for registering the takets online. The
customers can book tickets with any airlines actbssglobe. Therefore,
the Web Service must interact with the Web Servioésthe airline
companies to identify the availability of flights\é seats on the required
date and time.

* It is possible that these Web Services might opeoat different operating
systems and use different communication protocol® ensure
communctation amongst Web Services, each Web ®emiast define
interoperatable interfaces and must know aboufuhetionalities provided
by each other.

* This can be accomplished by using Service Desonptianguage. SDL is
an interoperable language used to describge the Méthods along with
the input and output parameters.

1.6.2.Definition of SDL
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Figure 11.7 SDL in working

 SDL is an XML document used to describe Web Sesvitieallows other
Web Services or applications to acquire informatrariudes method name,
data types of parameters , return values, and sbasrexample, using SDL
in a distributed environment, an application caenitfy that specific Web
Service accepts two interger, multiplies them, eetdrns the product as an
interger.

» Itis similar to Interface Definition Language (IPused in CORBA. IDL is
a language used to define an application’s interfaod the common
behavior for interacting with the interface. Thehaeor is defined by
specifying methods of the interface, parametethése methods, their data
types, and return type. The only difference betwkdn and SDL is that
SDL is platform independent as it uses XML.



1.7.WSDL ( Web Service Description Language )
1.7.1.Concept of WSDL
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Figure 11.8 WSDL

WSDL is an IDL used to define the Web Service aneb\8ervice contract.
It is an XML document, which contain custom tagedido define the
elements and attributes of the service. WSDL alsfinds a standard
manner in which a Web Service can be accessed.

When the Web Service consumer queries the Web @evioker to
discover a Web Service, the consumer retrieveSM8®L document of the
requested Web Service. The document behaves asti@aaobetween the
consumer and the Web Service.

WSDL is a subset of two files, namely Network Awibke Service
Specification Language ( NASSL) and Well Definedn8® document
(WDS). NASSL is an IDL, which uses XML to describperational dta of
network-based services. This data includes theicgerinterface and
implementation details. WDS document defines noeraiponal data of a
service such as the expiry date and company name.




1.7.2.Element of a WSDL File

 WSDL defines services as a set of network endpoirtsrefore, a WSDL
file consists of service definitions. It uses XMags to define services,
message, methods, protocols, and endpoints. Arogértdp a port, which is
a set of network addresses used to enable netwanknanication.

« A WSDL file refers to a method as an operation. $hpported operations
of a Web Service together are called port typeshEmrt type specifies a
network protocol and a data format for exchangifgrmation. This binds
the messages and operations to a protocol andatatat, which is referred
to as binding. This is how a WSDL file defines @l interface used to
access a Web Service.

There are six basix elements

» definitions is the root element and contains the default npaees for the
WSDL document. The default namespace of the WSDtuohent is
specified ashttp://tempuri.org You must change the default namespace
before the making of Web Service public.

» typesdefines the data types to be used in the Web &ervi

* messagalescribles the data to be exchanged on the network

» portType specifies operations for a port. The port addiass assigned
dynamically, which makes them reusable.

e binding describes the communication protocol and data dbrror
portType. Binding refers to a way for the operadida access the service
using a certain protocol.

» servicerefers to a collection of related endpoints otgoA web service is
a set of resuable ports.

1.8.SOAP ( Simple Object Access Protocol)
1.8.1.0verview SOAP
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Figure 11.9 SOAP

e SOAP stands for Simple Object Access Protocols lailightweight and
XML-base protocol for exchanging information in aistdbuted
enviroment. The goal of SOAP is to provide a welfhided XML packet
that can be safely transmitted over any networkugh through standard
protocols such as HTTP, SMTP. SOAP specifies hownwoke remote
objects in a sercured manner and is widely us@avivking Web Services.

The SOAP specification is divided into three pantsich are

» SOAP Envelope: Defines the message and identiffesskiould handle it.

» SOAP Encodeing Rules: Defines a mechanism for atingeplain-text
messages in a secret code that is not reable.

» SOAP RPC Representation: Defines priciples usdthiole RPC.

1.8.2.SOAP Specifications



SOAP Specification

— SOAP Envelope

Header

Body

— SOAP Encoding Rules

— SO0AP RPC Representation

* SOAP Envelope is an important element of XML Docuirtbat represents
a SOAP message. The SOAP Envelope comprises optional header
and a mandatory body. The body part of the SOAReBPe is persistently
designed to contain the actual SOAP message irdefole the final
message recipient. On other hand, the header ®rtaetain the header
information that is specific to the application. &ddition, the SOAP
Envelope tag contains many namespace definitions.

e SOAP Encoding Rules define a set of rules usedefahanging the
instances of the datatypes defined by the XML appibn. SOAP is
encoded in very basic style, which illustrates @ dgpe that is independent
of the programming language that is used.

» SOAP RPC Representation represents the remote dunacecalls and
response.

1.8.3.Working of SOAP
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Figure 11.10 Working of SOAP

There are three components involved in communioaie the SOAP client,
SOAP Server and services. Invoking a service uSiD4P and HTTP consists a
few steps.

1. The client procedures the SOAP request document dledine the
parameters of the Web Method.

2. The document is sent as HTTP packet via the network

3. The Service manager recieves the SOAP packet.

4. The SM searches for the requested service in thelaged services list,
validates the parameters, and passes the requbst XML Transator.

5. The XML translator passes the parameters to thénadeby converting
them in a programming language implemented fomtleéhod. The method
is excuted and the return value is sent to theskator.

6. The translator passes the result to the manager,wraps it as the SOAP
response document.

7. The document is sent to the clients as HTTP packet.

1.8.4.SOAP Message Architecture
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A SOAP Message contains an Envelope, an optionatiete and the SOAP
Body. The SOAP Envelope is wrapped in any transpoostocol such as
HTTP. A SOAP Envevlope is the mandatory root eleim@nthe XML
messages. Within the SOAP envelope, there are lwmenmts namely, the
SOAP Header and the SOAP Body.

 The SOAP Header is the optional element in a SOA&Rsage. It exists as
the immediate child element of the SOAP Envelogemight contain
header entries, which can include information swsh authentication
details. These entries must be the immediate @ldchents of the SOAP
Header, and must be namespace qualified.

 The SOAP Body consists of the request parametétrssifa SOAP request
message. In the SOAP response message, the SOAPcbathins the
return values of the excuted method.

1.8.5.SOAP request message and SOAP response messag
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The SOAP envelope element appears in both requedt rasponse
mesasge. It must be compulsorily encoded using XNH_attributes and
elements are uniquely identified using the mangatoramespace.
http://www.w3c.org/2003/05/soap-envelopEhe SOAP payload must be
enclosed in a SOAP Envelope to invoke a remote ogeth

The encodingStyle attribute of the SOAP Envelopasied to identify the
data types be used in the document. It can appéhr amy of SOAP
elements and the it is applied to the element'ss @bng with its child
elements.

In the SOAP request message, the SOAP body setdatlhetype of the
method parameters using place holders. Placehokderyariables whose
values will be given by the client. The values Vo the assigned to these
variables. Similarly, in the SOAP response messatggeholders in the
SOAP Body represent the data type of the returnevaf the Web method,
if any.

11.8.6.SOAP Data Types




* The availability of particular data type relies apthe protocol which is
currently being used by the Web Service. For irgamdTTP-GET and
HTTP-POST protocols used only name/value pairs. BQ#lizes XML in
a better manner to encode complex data. SOAP sispp@msmitting
paramter using the pass-by-value and pass-by-referetechniques.
However, the HTTP GET and HTTP POST protocols sttppay pass-by-

value technique.
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Figure 11.11 UDDI

UDDI is Web Service Discovery mechanism, It acss aa centralized
directory service that allows you to publish andcdver Web Services.
UDDI consists of a list of published Web Servicksllows the providers
to register Web Services, and consumers to locatie 8érvices.

1.9.2.Purpose

It provides an easy and efficient way for registgrservices. This allows
the other uses to discover the services. UDDI asf@m-independent as it
uses XML to store the Web Service details. This meeat provides a

standard way for registering. In addition, UDDI eletines the security and
transport protocols that are supported by the Waki&es.

UDDI contains only information about the Web Seevilt does not contain
the actual Web Service. The main purpose of UDDtloisenable ther

service providers to publish information about théieb Service. This

information helps the consumer to determine theatloo of the Web

Service and invoke it.

1.9.3.Reqistry Type
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Figure 11.12 Registry Type

« UDDI consists of registries, which contains infotma about Web
Services. The registries are of different types elgnpublic, private, and
restricted. These registry types determine the Wy registries are
accessible to various clients.

» The public registry is accessible to all clientsotigh Internet. The private
registry exists behind the firewall, which existtween the client and the
UDDI. The private registry allows you to search Wedrvices within the
Intranet. The restricted registry provides accesenly clients, who have
permissions to access the request Web Service.

1.9.4.UDDI Architecture
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» UDDI is composed of a set data,nodes and regisifies data in the UDDI
server represents information, which assists ugersbtaining all the
required information for using a Web Service. Tratadexists in XML
format to make it accessible by any system on #teeork and is managed
by UDDI nodes. A UDDI node is a server, which perie several
operations on UDDI data by accessing and manimgatit. Its
functionalities are defined in the UDDI specificati

« To manage data about different Web Services, meltyDDI nodes are
implemented. This collection of the UDDI nodes &isn the UDDI
registry. Each node in the registry manages aegls¢t of UDDI data.

1.9.5.Working of UDDI
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Figure 11.13 Working of UDDI

 UDDI enables the Web Service providers to publistirt Web Services.
This allow other software clients to locate the V&alvice and use it.




When the client sends a request for accessing e S¥rvice by providing
a URL, the specified Web Service URL is sent to tHeDI server. The
UDDI server checks the existence of the Web Serdacd returns the
information about the Web Service. The client tirgeracts with the Web
Service provider for invoking the Web Service.

1.9.6.Data Structures

The data in UDDI is managed using various datacsiras. These data structures
are also called entities, which are representeshiXML format. The table lists
the data structures in UDDI.

Data Structure Description

Provides information about the
businessEntity Web providers that provides one
or more Web Services.

Provides information about a set

of related Web Services offered by
the Web Service provider, which is
described by a husinessEntity.

Provides technical information
bindingTemplate that is required to invoke a
particular Web Service.

Frovides a technical madel, which
contains information about a Web
Service type or a protocol used by
Web Services.

tModel

Provides information about the
relationship that one
businessEntitcy has with
anather businessEnticy.

publisherfssertion

1.10.XML (See more in next chapter).

XML is also a text-based markup language that alale developer to
define custom tags. Therefore, other applicaticms easily interpret the
data encoded using XML. It follows the rules anedfications of the
Universal Character Set (UCS), which is recognizgdhe ISO/IEC 10646
specifications.

For UCS, the encoding schemes supported by XMLlUaweersal character
set Transformation Format UTF-8 and UTF-16. Thaseoding schemes
are acceptable by most software and hardware piagfoThis enables the




XML data encoded in UTF-8 or UTF-16 to be decoded mterpreted on
any platform. Thus XML provides a global platfornorf network
communication amongst heterogeneous applications.

The fundamental difference between HTML and XMlthat XML is used
to describe data, and HTML is used to display dbte other difference is
that unlike HTML, XML allows you to define your owags and validates
them.



2. XML
2.1.Evolution of XML

In order to address the issues raised by earliekupalanguages, the

Extensible Markup Language was created. XML is a CW3
recommendation.

XML is a set of rules for defining semantic tagattbreak a document into
parts and identify the different parts of the doenm

XML was developed over HTML because of the basifedinces between

them given in the table below.

HTML XML
HTML was designed to #ML was designed to
display data. carry data,
HTML displays data and ®ML describes data and

focuses on how data looks, | focuses on what data is.
HTML displays information. | XML describes information.

2.2 .Features of XML

arwnNPE

6.

XML stands for Extensible Markup Language

XML is a markup language much like HTML

XML was designed to describe data

XML tags are not predefined. You must define yowndags

XML uses a Document Type Definition (DTD) or an XMkchema to
describe the data

XML with a DTD or XML Schema is designed to be sadfscriptive.

2.3.XML Markup

XML markup defines the physical and logical layofithe document.
Markup is important because a program will findifticult to distigusish a
piece of text from any othe piece, if the documéas no labels or
boundaries.

XML’s markup divides a document into separete infation containers
called elements. A document consists of one outstrelement, called root
element that contains all the other elements, pdasne optional
administrative information at the top, khonw as Xlikclareation.

XML can be used to create other languages like VEAG WML.




2.4 .Benefits of XML

» Data Independenceis essential charcteristic of XML. It separateg th
content from its presentation. Since an XML docutmggscribes data, it
can be processed by any application.

» Easier to parse The absence of formatting instructions make gyet
parse. This makes XML an ideal framwork for datalenge.

* Reducing Server Load Because XML's sematic and structural
information enables it to be manipulated by anyliappon, much of the
processing that was once earlier limited to sergarsnow be performed by
clients. This reduces server load and networkdid¢ratesulting in a faster,
more efficient Web.

» Easier to create It is text-based, so it is easy to create an Xddcument,
with even the most primitive text processing toblewever, XML also can
describle images, vector graphics, animation or ather data type to
which it is extended.

* Web Site Content The W3C uses XML to write its specifications and
tranforms it to a number of other presentation fmsnSome Web Site also
use XML for their content and get it tranformedH®ML using XSLT and
CSS and display the content directly in browsers.

 Remote Procedure Calls RPC is a protocol that allows objects on one
computer to call objects on another computer to vdark, allowing
distributed computing.

e e-Commerce XML can be used as an exchange format in ordesetw
data form one company to another.

2.5. XML Document Structure
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Figure 12.1 XML Document

e XML documents are commonly stored in text fielshagixtension .xml

* The two sections of an XML document are Documeraidey and Root
Element.

* Document Prolog. XML parser get information abdw¢ ttontent in the
document with the help of document prolog. Documamtiog contains
metadata and consists of two parts- XML Declaratiod Document Type
Declaration. XML Declaration specifies the versiohXML being used.
Document Type Declaration defines entities or lattes values and check
grammar and vocabulary of markup.

* Root Element also Document Element. It must contalinthe other
elements and content in the document. An XML eleni&s a start Tag
and end Tag.

2.6. XML Document Life Cycle

ﬂ%ﬁ 7| = ity ) == e %

Edit
XML Author itor Document Parser Browser End-user

Figure 12.2 XML Document Life Cycle

* An XML editor refers to the DTD and creates an Xihcument. After the
document is created the document is scanned foregless and attributes in
it. This stage is known aScanning The XML parser builds a complete
data structure after parsing.

* The data is then extracted from elements and at&#hof the document.
This stage is known asccess

» It is then converted into the application progrdarhe document structure
can also be modified during the process by insgindeleting elements or
by changing textual content of element or attriblii@s stage is known as
Modification.

* The data is then serialized to a textual form angdasseed to a browser or
any other application that can display it. Thisgstais known as
Serialization.

2.7.Well-formed XML document




Well-formed ness refers to the standars that abe tollowed by the XML
documents. Well-formedness makes XML processordamgdsers read XML
documents. A document is well formed, it is fuffithe following rules.

Minimum of one element is required.
XML tags are case sensitive.

Every start tag should end with end tag.
XML tags should be nested properly
XML tags should be valid.

Length of markup names.

XML attributes should be valid

XML documents should be verified.

2.8.Classification of character data

An XML document is divided into markup and charactata

Character data describes the document’s actuakbntith the white
space. The text in character data is not procdsgéide parser and thus not
treated as a regular text. The character data earlassified into CDATA
va PCDATA

PCDATA the data that is parsed by the parser ieadas parsed character
data (PCDATA). The PCDATA specifies that the eleméas parsed
character data. It is used in the element dectardiscape character like
“<” when used in the XML document will make the garr interpret it as a
new element.

CDATA The text inside a CDATA section is not pardgdXML parser. A
text is considered in a CDATA section if it con®irn<’ or ‘<&>’
characters. The CDATA part begins with a “<!/[CDATAd4nd ends with
“II>". The CDATA sections cannot be nested. It adlmes not accept line
breaks or spaces inside the “]]>” string. Commeataso not recognized.



3. XHTML
3.1.What is XHTML

The Extensible Hypertext Markup Language or XHTML , is amarkup
languagethat has the same depth of expressionHa$iL, but also
conforms taXML syntax.

While HTML prior to HTML 5 was defined as an application $fandard
Generalized Markup Languag8GML), a very flexible markup language,
XHTML is an application ofXML, a more restrictive subset of SGML.
Because they need to besll-formed true XHTML documents allow for
automated processing to be performed using stansisiid tools—unlike
HTML, which requires a relatively complex, lenieahyd generally custom

parser

XHTML can be thought of as the intersection of HTMhd XML in many
respects, since it is a reformulation of HTML in XMXHTML 1.0
became aWorld Wide Web Consortium(W3C) Recommendationon
January 26, 2000. XHTML 1.1 became a W3C Recomniendan May
31, 2001.

3.2. Why the need for XHTML?

Document developers and user agent designers astaotly discovering
new ways to express their ideas through new markupXML, it is
relatively easy to introduce new elements or add#l element attributes.
The XHTML family is designed to accommodate thesem@sions through
XHTML modules and techniques for developing new XTFconforming
modules (described in the XHTML Modularization sffieation). These
modules will permit the combination of existing amew feature sets when
developing content and when designing new usertagen

Alternate ways of accessing the Internet are catigtdeing introduced.
The XHTML family is designed with general user ageereroperability in
mind. Through a new user agent and document prgfilnechanism,
servers, proxies, and user agents will be ableettopm best effort content
transformation. Ultimately, it will be possible tdevelop XHTML-
conforming content that is usable by any XHTML-cammfiing user agent.

3.3. Valid XHTML documents

An XHTML document that conforms to an XHTML specdition is said to be
valid. Validity assures consistency in document codechvim turn eases
processing, but does not necessarily ensure censigndering by browsers. A




document can be checked for validity with th€C Markup Validation Service
In practice, many web development programs progatie validation based on
the W3C standards.

3.3.1.Root element

 The root element of an XHTML document must benl , and must
contain anxmlins attribute to associate it with the XHTMhamespace
The namespace URI for XHTML is
http://www.w3.0rg/1999/xhtmi . For XHTML 1.1 and later there
should also ideally be zersion attribute to clearly identify the version
of XHTML being used. The example tag below addiibn features an
xml:lang  attribute to identify the document witmatural language

<html xmIns="http://www.w3.0rg/1999/xhtml" versionxHTML 1.2"
xml:lang="en">

e For XHTML 1.1 and 2.0 an optionschemalLocation  attribute can be
added, to associate the namespace wittKigih Schema The example
below is for XHTML 2.0.

<html xmIns="http://www.w3.0rg/2002/06/xhtmI2/" \@on="XHTML 2.0"
xml:lang="en" xmins:xsi="http://www.w3.0rg/2001/XMbhchema-instance"
xsi:schemaLocation="http://www.w3ytx999/xhtml
http://www.w3.org/MarkUp/SCHEMA/xhtm|2.xsd">

* This example also demonstrates the use of mulhplmespaces within a
document. ThexmlIns:xsi declaration indicates that any elements or
attributes prefixed withxsi: fall within the XML Schema instance
namespace rather than the XHTML namespace. Thishanem of
prefixes allows elements and attributes from d#ferXML vocabularies to
be mixed together in the same document, withouptitential for naming
clashes.

3.3.2. DOCTYPEs

* In order to validate an XHTML document,Coocument Type Declaration
or DOCTYPE, may be used. A DOCTYPE declares toktmvser that
Document Type DefinitiofDTD) the document conforms to. A Document
Type Declaration should be placed beforertisd element

» Thesystem identifiepart of the DOCTYPE, which in these examples &s th
URL that begins with http://, need only point to a yab the DTD to use,
if the validator cannot locate one based ongbblic identifier (the other




guoted string). It does not need to be the spetifrRi that is in these
examples.
* In fact, authors are encouraged to use local capfieke DTD files when

possible. The public identifier, however, must haracter-for-character the
same as in the examples.

3.3.3. XML declaration

* A character encodingnay be specified at the beginning of an XHTML
document in the XML declaration when the documensarved using the
application/xhtml+xml MIME type. (If an XML document lacks
encoding specification, an XML parser assumesttiaencoding i©¥ TF-8

or UTF-16, unless the encoding has already been determinexd Higher
protocol.)

<?xml version="1.0" encoding="UTF-8"?>

 The declaration may be optionally omitted becausaleclares as its
encoding the default encoding. However, if the doent instead makes
use of XML 1.1 or another character encoding, dadation is necessary.
Internet Explorerprior to version 7 enterguirks mode if it encounters an
XML declaration in a document servedtast/html

3.3.4.Using XHTML with other namespaces

 The XHTML namespace may be used with other XML nspaees as per
[XMLNS], although such documents are not strictly confogrXHTML
1.0 documents as defined above. Work by W3C is emdilng ways to
specify conformance for documents involving mudiplamespaces. For an
example, see{HTML+MathML].

* The following example shows the way in which XHTMLO could be used
in conjunction with the MathML Recommendation:

<html xmIns="http://www.w3.0rg/1999/xhtml" xml:largen" lang="en">
<head>

<title>A Math Example</title>
</head>
<body>
<p>The following is MathML markup:</p>
<math xmins="http://www.w3.0rg/1998/Math/MathNt.
<apply> <log/>
<logbhase>
<cn> 3 </cn>
</logbase>




<ci> x </ci>
</apply>
</math>
</body>
</html>

* The following example shows the way in which XHTMLO markup could
be incorporated into another XML namespace.

<?xml version="1.0" encoding="UTF-8"?>
<l--initially, the default namespace is "books* --
<book xmlIns="urn:loc.gov:books'
xmins:isbn="urn:ISBN:0-395-36341-6' xml:langr"dang="en">
<title>Cheaper by the Dozen</title>
<isbn:number>1568491379</isbn:number>
<notes>
<!-- make HTML the default namespace for a nigop¢ commentary -->
<p xmins="http://www.w3.0rg/1999/xhtml'>
This is also available <a href="http://ww8.org/">online</a>.
</p>
</notes>
</book>

3.4 .Differences with HTML.
3.4.1.Documents must be well-formed

* Well-formednesdss a new concept introduced bX¥NIL ]. Essentially this
means that all elements must either have closigg ta be written in a
special form (as described below), and that all ¢lements must nest
properly.

» Although overlapping is illegal in SGML, it is witletolerated in existing
browsers.

CORRECT: nested elements.
<p>here is an emphasized <em>paragraph</em>.</p>

INCORRECT: overlapping elements

<p>here is an emphasized <em>paragraph.</p></em>

3.4.2. Element and attribute names must be in lowarase




e XHTML documents must use lower case for all HTMLeraknt and
attribute names. This difference is necessary [sscAML is case-sensitive
e.g. <li> and <LI> are different tags.

3.4.3. For non-empty elements, end tags are requde

e In SGML-based HTML 4 certain elements were perrditi® omit the end
tag; with the elements that followed implying closuXML does not allow
end tags to be omitted. All elements other thasehdeclared in the DTD
asEMPTYmust have an end tag. Elements that are declardeiDTD as
EMPTYcan have an end tag can use empty element shorthand.

CORRECT: terminated elements
<p>here is a paragraph.</p><p>here is another pgrag/p>

INCORRECT: unterminated elements

<p>here is a paragraph.<p>here is another paragraph

3.4.4. Attribute values must always be quoted

» All attribute values must be quoted, even thoseclvappear to be numeric.

CORRECT: quoted attribute values
<td rowspan="3">

INCORRECT: unquoted attribute values

<td rowspan=3>

3.4.5. Attribute Minimization

* XML does not support attribute minimization. Attnide-value pairs must be
written in full. Attribute names such a®mpact andchecked cannot
occur in elements without their value being spedifi

CORRECT: unminimized attributes

<dl compact="compact">

INCORRECT: minimized attributes




<dl compact>

3.4.6. Empty Elements

» Empty elements must either have an end tag ortéretag must end with
/> . For instancesbr/> or<hr></hr>

CORRECT: terminated empty elements
<br/><hr/>
INCORRECT: unterminated empty elements

<br><hr>

3.4.7. White Space handling in attribute values

Strip leading and trailing white space.
Map sequences of one or more white space chara@tersiding line
breaks) to a single inter-word space.

3.4.8. Script and Style elements

e In XHTML, the script and style elements are dedaas havingtPCDATA
content. As a resulk and & will be treated as the start of markup, and
entities such a&lt; and&amp; will be recognized as entity references
by the XML processor te and& respectively. Wrapping the content of the
script or style element within £DATA marked section avoids the
expansion of these entities.

<script type="text/javascript">
<I[CDATA]
... unescaped script content ...

1>

</script>

» CDATAsections are recognized by the XML processor apear as nodes
in the Document Object Model.

An alternative is to use external script and stideuments.




Chapter 12

1Web 2.0
1.1

d_efinition

e b g

"Web 2.0" refers to a second generation of web ldpweent and design,
that facilitates communication, secure informatgiraring, interoperability, and
collaboration on the World Wide Web. Web 2.0 cortsepave led to the
development and evolution of web-based communitiessted services, and
applications such as social-networking sites, \glearing sites, wikis, blogs,
mashup and folksonomies.

“Web 2.0” is a revolution in computer industry.dtcurred when people
no longer use computers but Internet as a foundatiml make affort to succeed
on that new foundation. The main rule is: to builg applications that can take
advantages of “network effects” to make better @adund thus, there are more
users. (In another word, it means to take advastaf&ollective wisdom?”)

1.2 Characteristics

First, it is necessary to confirm that: web 2.GiBrmed by many people
and media as a performance tendency/method of teshsither than technology
and programming techniques. However, web 2.0 a&® gage layout, display,
techonology that are different from Web 1.0. Lettty comparing some points of
web 1.0 with web 2.0.

For Web 1.0




With Web 1.0, a company of groups of individualsate a web page, and
its development focus on the parents who birthefiath this, they will update the
information, decision sites have something on titd and how development
depends on the efforts of the few individuals iweol in the operation and
management business from the site it

Web 1.0 users in the very passive, meaning that ¢aa visit, can send
little information on to contact, comment on thangatibility between the user
and the user is most likely be omitted or very fedi

Web 1.0 information resources are concentrated e and limited.
Website seems to be only used for organizationsusiitecified available as a
company, write a report, state agencies, goverrsnent
For Web 2.0

Web 2.0 is a trend of industry World Wide Web (WWW)eb design, in
the second community-based web services and hdstered & server on the
network) as a social network, blog, wiki, the masken web directory purpose is
to create the easy way to create and share infmmatollaborate with each other
among the users. This is how many people see asvaera of WWW. The term
Web 2.0 applications, note that the first workslbbopWeb 2.0 by O'Reilly Media
Web 2.0 in 2004. Although the term is mentioned a®ew version of the WWW,
but it does not imply on the updated technicalipaldr, it focuses on how the
software development and web user interaction.

We can distinguish by the following signals:
web 1.0 — collective




web 2.0 — dispersed in many places

web 1.0 — for individuals
web 2.0 — for society, collective wisdom

web 1.0 — provide content
web 2.0 — provide services and APls

web 1.0 — readable
web 2.0 — writable

web 1.0 — communication between systems
web 2.0 — synchronization between systems

web 1.0 — the system includes structure, the cogemerated is pre-
calculated
web 2.0 — auto-generate and auto-suggest

webl.0 — static
web2.0 — connected, portable

webl1.0 — solid, inflexible
web2.0 — loose and flexible relation



Web 1.0 Web 2.0

“the mosthy read-onhy Web” ‘the wildly read-write Web”

250,000 sites 80,000,000 sites

&

ser publizhed
publl;shetd generated content o
ot content genersted
contant

AL LA AL L
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45 million global users 1 billion+ global users

1996 2006



Differences in the Way
Organizations Have Interacted with
Customers on the Web

“ | wansaction

caslamer

Source: hifp:fweb? wsj2 com @ @ @
Example describing the difference between 1.0 & 2.0
Web 1.0 --> Web 2.0
DoubleClick --> Google AdSense
Ofoto --> Flickr
Akamai --> BitTorrent
mp3.com --> Napster
Britannica Online --> Wikipedia
personal websites --> blogging
evite --> upcoming.org and EVDB
domain name speculation --> search engine optirizat
page views --> cost per click
screen scraping --> web services
publishing --> participation
content management systems --> wikis
directories (taxonomy) --> tagging ("folksonomy")
stickiness --> syndication

Web 1.0: for an organization to pre-specifiedafple Electronic Press

Vietnamnet, Dantri.




the Web 2.0 : to anyone, the number of particip@tslimited, is social.
Value of the Web site was created by the emergomgributions of participants in
the network society. Example: Y! 360, Cyvee, Cyworl.

Internet 1.0 <{arial font, black

do you know what is internet?

| heard we can have a free email geocities  raging bull hotbot excite boo.com
and make a free multilingual search.. - £ i X
hitbox bigfoot copernic altavista napster
doubleclick yahoo ebay netscape
oh yes? | heard something very cool ahout microsoft amazon hotmail

we can have our own personal webpage
dmoz lycos aol looksmart

user Z MrrSpace

oops!

[cool font with colors |

Web2.0™*"

we are not in beta
we are in gamma
Feedburner
fllc

Please upload

Please download! Please tag the world! and Watch!

Give us
S0MME

content! 2007
[ 4 KING IS:

@ Del.icio.us | YouTube \
Firefox Test our Digg
Blogl' s YT beta serices! -
your Startpage!
Try our 10 000
new services!
i 4 A Th Il
Netvibes Microsoft F?é_ellzr_eEa
e are badk, add a"x" -
, Please blog!
A = / " Google, watch! QLF-
‘- Technorati we'ra just behind .3
e
Y, OOGLE =
¥aHoO!

® vincentabry.comsen/

Border between Web 2.0 and Web 1.0 in some casgstesfragile. For
example, Bangkok is the web 1.0, report new (oldioa) is a Web 1.0, new
version is assigned to Web 2.0

1.3 Examples
-Google Maps

Company search services giant makes up a largarptre "cake pieces"
when the Web 2.0 software launch map activitieatnadly excellent. Based on
AJAX, Google Maps support people see more modethetity or a region is on
the world. They can zoom in, zoom out to obsenaheaznild in the street photos
taken from satellites . Programming interface aygpions (Application Program
_ - Interface - API) Google Maps also help experts tgve
~__.—....promote maximum creativity when building softwarapn




All that users need to enter the address positahtley want to keyword search,
Google will do the end .For example, if they areKimnsas and want to have an
area to sell Thai food, Google Maps immediatelywte a list of shops to the left
of the page, while a Google Map maps will appeartha&t right, mark the
restaurants near address their best. Google Le@al'companion™ great for all of
their city.
-Flickr

Flickr is an online photo management and sharimgiegtion. Its primary
goals are to help people make photos availableasetwho matter to them, and to
enable new ways of organizing pictures. You can Jeicker for free and begin
sharing images immediately. Pro accounts are dlaifar those who want to add
and display high volumes of photos.

o Essential Reading
A Web Apps Only Existence? \

Is it possible to survive by web apps alone— )
with just a browser and a network connection |, = e
to do your work? In this POF you'll learn T e
everything you need to know, including: \ x

« The best and mast innovative web apps o e

available right now

+ Security pros and cons for living a web app life \ j. .

» Tips for badkup and data protection \ - e

Just 55.99!) BUY NOW \ /
Flickr

2.1 Introduction

The Document Object Model (DOM) is an applicatiorogramming
interface (API) for HTML and XML documents. It deés the logical structure of
documents and the way a document is accessed anghuteded. In the DOM
specification, the term "document” is used in theald sense - increasingly, XML
is being used as a way of representing many diffekends of information that
may be stored in diverse systems, and much ofatbidd traditionally be seen as
data rather than as documents. Nevertheless, XMésegnts this data as
documents, and the DOM may be used to manageatas d

With the Document Object Model, programmers canldbdiocuments,
navigate their structure, and add, modify, or aeéments and content. Anything
found in an HTML or XML document can be accessé@nged, deleted, or added
using the Document Object Model, with a few exaapi- in particular, the DOM
interfaces for the XML internal and external subs®ve not yet been specified.

As a W3C specification, one important objective tloe Document Object
Model is to provide a standard programming intexfdtat can be used in a wide




variety of environments and applications. The DGivdesigned to be used with
any programming language. In order to provide &ipeg language-independent
specification of the DOM interfaces, we have chotedefine the specifications
in OMG IDL, as defined in th€EORBA 2.2 specificationlin addition to the OMG
IDL specification, we provide language bindings ftava and ECMAScript (an
industry-standard scripting language based on &ay@%nd JScript)Note: OMG
IDL is used only as a language-independent and emphtation-neutral way to
specify interfaces. Various other IDLs could haeerbused. In general, IDLs are
designed for specific computing environments. Theuhent Object Model can
be implemented in any computing environment, areb dmt require the object
binding runtimes generally associated with suchdDL

What the Document Object Model is

The DOM is a programming API for documents. It elgsresembles the
structure of the documents it models. For instanoasider this table, taken from
an HTML document:

<TABLE>

<TBODY>

<TR>

<TD>Shady Grove</TD>
<TD>Aeolian</TD>
</TR>

<TR>

<TD>Over the River, Charlie</TD>
<TD>Dorian</TD>
</TR>

</TBODY>

</TABLE>

The DOM represents this table like this:



=TABLE=

=TR:=

—

=TD= =TD= =TD=

Shady Grove C&eulian) (O\-'E:rthe RNEFD (- Darian )
Chatlie

DOM representation of the example table

In the DOM, documents have a logical structure Whecvery much like a
tree; to be more precise, it is like a "forest™grove", which can contain more
than one tree. However, the DOM does not specifit tiocuments must be
implementeds a tree or a grove, nor does it specify howeleionships among
objects be implemented. The DOM is a logical mdldat may be implemented in
any convenient manner. In this specification, we tge termstructure modeto
describe the tree-like representation of a documeatspecifically avoid terms
like "tree" or "grove" in order to avoid implyinggarticular implementation. One
important property of DOM structure modelsstsuctural isomorphismif any two
Document Object Model implementations are usedréate a representation of
the same document, they will create the same steichodel, with precisely the
same objects and relationships.

The name "Document Object Model" was chosen bec#usean "object
model" in the traditional object oriented desigmsse documents are modeled
using objects, and the model encompasses not balgttucture of a document,
but also the behavior of a document and the objfctghich it is composed. In
other words, the nodes in the above diagram doepwesent a data structure, they
represent objects, which have functions and idenfs an object model, the
DOM identifies:

- the interfaces and objects used to represent anguiate a document

- the semantics of these interfaces and objectsludmg both behavior and
attributes

- the relationships and collaborations among thesefates and objects

The structure of SGML documents has traditionagro represented by an
abstract data model, not by an object model. lal@stract data model, the model
is centered around the data. In object orientegrpraming languages, the data




itself is encapsulated in objects that hide thadatotecting it from direct external
manipulation. The functions associated with thebgeais determine how the
objects may be manipulated, and they are parteobkiject model.

The Document Object Model currently consists of twarts, DOM Core
and DOM HTML. The DOM Core represents the functldpaused for XML
documents, and also serves as the basis for DOM LHTK compliant
implementation of the DOM must implement all of flie@damental interfaces in
the Core chapter with the semantics as definedh&yrit must implement at least
one of the HTML DOM and the extended (XML) interégowith the semantics as
defined.

What the Document Object Model is not

This section is designed to give a more precisestgtanding of the DOM
by distinguishing it from other systems that magrado be like it.

Although the Document Object Model was strongly luahced by
"Dynamic HTML", in Level 1, it does not implementl af "Dynamic
HTML". In particular, events have not yet been dedfl. Level 1 is
designed to lay a firm foundation for this kindfohctionality by providing
a robust, flexible model of the document itself.

The Document Object Model is not a binary spediftca DOM programs
written in the same language will be source codenpaiible across
platforms, but the DOM does not define any form bfnary
interoperability.

The Document Object Model is not a way of persgstibjects to XML or
HTML. Instead of specifying how objects may be sganted in XML, the
DOM specifies how XML and HTML documents are reprged as
objects, so that they may be used in object orteptegrams.

The Document Object Model is not a set of datacstines, it is an object
model that specifies interfaces. Although this doeant contains diagrams
showing parent/child relationships, these are kigielationships defined
by the programming interfaces, not representatiohsany particular
internal data structures.

The Document Object Model does not define "the tnmer semantics" of
XML or HTML. The semantics of those languages agéinéd by W3C
Recommendations for these languages. The DOM sgagmming model
designed to respect these semantics. The DOM doéshave any
ramifications for the way you write XML and HTML doments; any
document that can be written in these languagedeampresented in the
DOM.




The Document Object Model, despite its name, isanobmpetitor to the
Component Object Model (COM). COM, like CORBA, islanguage
independent way to specify interfaces and objdtis; DOM is a set of
interfaces and objects designed for managing HTRKL AML documents.
The DOM may be implemented using language-indep#nsigstems like
COM or CORBA; it may also be implemented using laage-specific
bindings like the Java or ECMAScript bindings sfiediin this document.

Where the Document Object Model came from

The DOM originated as a specification to allow Ja@pt scripts and Java
programs to be portable among Web browsers. "DynmadiML" was the
immediate ancestor of the Document Object Moded, iamvas originally thought
of largely in terms of browsers. However, when B@M Working Group was
formed at W3C, it was also joined by vendors ireottiomains, including HTML
or XML editors and document repositories. Sevefahese vendors had worked
with SGML before XML was developed; as a resulte tBOM has been
influenced by SGML Groves and the HyTime stand&dme of these vendors
had also developed their own object models for dwmnits in order to provide an
API for SGML/XML editors or document repositorieand these object models
have also influenced the DOM.

DOM Interfaces and DOM Implementations

The DOM specifies interfaces which may be used tmage XML or
HTML documents. It is important to realize thatshenterfaces are an abstraction
- much like "abstract base classes" in C++, theyaameans of specifying a way to
access and manipulate an application's internaleseptation of a document.
Interfaces do not imply a particular concrete impdatation. Each DOM
application is free to maintain documents in anyvemient representation, as long
as the interfaces shown in this specification aupperted. Some DOM
implementations will be existing programs that tle® DOM interfaces to access
software written long before the DOM specificatiexisted. Therefore, the DOM
is designed to avoid implementation dependenanggaiticular,

1. Attributes defined in the IDL do not imply concretdjects which must
have specific data members - in the language bysdithey are translated
to a pair of get()/set() functions, not to a datrmber. (Read-only functions
have only a get() function in the language bindjngs

2. DOM applications may provide additional interfacesl objects not found
in this specification and still be considered DOdMpliant.

3. Because we specify interfaces and not the actugctsbthat are to be
created, the DOM can not know what constructorscétl for an
implementation. In general, DOM users call the @¥xXX() methods on
the Document class to create document structuresy &®O0OM




implementations create their own internal represenis of these
structures in their implementations of the creat&Xpfunctions.

HTML DOM Window Object

Window Object
The Window object is the top level object in thealacript hierarchy.
The Window object represents a browser window.

A Window object is created automatically with evargtance of a <body>
or <frameset> tag.

IE: Internet Explorerf: Firefox, O: Opera.

Window Object Collections

Collection Description IE F O
frames]] Returns all named frames in the window 4 91
Window Object Properties
Property Description IE F O
closed Returns whether or not a window has beesedlo 4 1 9
defaultStatus Sets or returns the defaant in the statusbar of t4 | No9
window
document See Document object 4 119
history See History object 4 1 9
length Sets or returns the number of frames imtinelow 4 1 9
location See Location object 4 1 9
name Sets or returns the name of the window 4 1 9
opener Returns a reference to the window that create4 1 9
window
outerHeight Sets or returns the outer height ofradaw No 1 No
outerWidth Sets or returns the outer width of adeww No |1l No

pageXOffset Sets or returns the X positiontteé current page No NoNo
relation to the upper left corner of a windc
display area
pageYOffset  Sets or returns the Y position of the current paNo NoNo
relation to the upper left corner of a windc
display area
parent Returns the parent window 4 19
personalbar Sets whether or not the browser's personal bz
directories bar) should be visible
scrollbars Sets whether or not the scrollbars shbalvisible




self Returns a reference to the current window 4 91
status Sets the text in the statusbar of a window Nb9
statusbar Sets whether or not the browser's statusbar shoe

visible
toolbar Sets whether or not the browser's tool bar is h

or not (can only be set before the window is op

and you must have UniversalBrowserWrit

privilege)
top Returns the topmost ancestor window 4 19
Window Object Methods
Method Description IE F O
alert() Displays an alert box with a message and ar4 1 9

button
blur() Removes focus from the current window 4 11 9
clearinterval() | Cancels a timeout set with setivd#) 4 1 9
clearTimeout() | Cancels a timeout set with setTini@ou 4 1 9
close() Closes the current window 4 119
confirm() Displays a dialog box with a message and an Ot4 1 9

a Cancel button
createPopup() | Creates a pop-up window 4 Nd¥D
focus() Sets focus to the current window 4 11 9
moveBy() Moves a window relative to its current itiog 4 1 9
moveTo() Moves a window to the specified position 4 9
open() Opens a new browser window 4 119
print() Prints the contents of the current window 3 9
prompt() Displays a dialog box that prompts therdgeinput4 1 9
resizeBy() Resizes a window by the specified pixels 4 1 9
resizeTo() Resizes a window to the specified wadtt height 4 | 1.9
scrollBy() Scrolls the content by the specified tnemof pixels4 1 9
scrollTo() Scrolls the content to the specified rciiwates 4 11 9
setinterval() Evaluates an expression at specifiezivals 4 |1 9
setTimeout() Evaluates an expression after a spdcafumber ¢4 1 9

milliseconds

HTML DOM Button Object

Button Object

The Button object represents a push button.
For each instance of a <button> tag in an HTML doent, a Button object

is created.




IE: Internet Explorer, F: Firefox, O: Opera, W3CoWd Wide Web Consortium
(Internet Standard).
Button Object Properties

Property Description IEF O W3C

accessKey Sets or returns the keyboard key toseces 6 |1 9 Yes
button

disabled Sets or returns whether a button shouldbe 6 1 9 Yes
disabled

form Returns a reference to the form that contdies6 1 9 Yes
button

id Sets or returns the id of a button 5 1 9 Yes

name Sets or returns the name of a button 6 1 9 Yes

tablndex Sets or returns the tab order for a button 6 1 9 Yes

type Returns the type of form element a button is 6 9 Yes

value Sets or returns the text that is displayedon 6 |1 9 Yes
button

Frame Object

The Frame object represents an HTML frame.

For each instance of a <frame> tag in an HTML doenina Frame object
is created.

IE: Internet Explorer, F: Firefox, O: Opera, W3CoWd Wide Web
Consortium (Internet Standard).
Frame Object Properties

Property Description IEF O W3C

contentDocument = Returns the frame's document &5T&fi. No 1 9 Yes
object

frameBorder Sets or returns whether ornottodispl 5 |1 9 Yes
borders around a frame

id Sets or returns the id of a frame 4 1 9 Yes

longDesc Sets orreturns a URLto adocument 6 (1 9 Yes
containing a description of the frame
contents

marginHeight Sets or returns the top and bottorgma of5 1 9 Yes
a frame

marginWidth Sets or returns the left and right masgpfa5 |1 9 Yes
frame

name Sets or returns the name of a frame 5 1 9 Yes

noResize Sets or returns whether or not a framde®n 1 9 Yes
resized

scrolling Sets or returnghether or not a frame shotNo 1 NcYes

have scrollbars




Src Sets or returns the URL of the documentshail 9 Yes
should be loaded into a frame

A simple DOM example

The following Java program uses DOM to read th@eecollection and cut
it down to the first recipe:
import java.io.*;
import org.apache.xerces.parsers.DOMParser;
import org.w3c.dom.*;

public class FirstRecipeDOM {

public static void main(String[] args) {
try {
DOMParser p = new DOMParser();
p.parse(args[0]);
Document doc = p.getDocument();
Node n = doc.getDocumentElement().getFirdt{hi
while (n!=null && 'n.getNodeName().equals(tipe"))
n = n.getNextSibling();
PrintStream out = System.out;
out.printin("<?xml version=\"1.0\"?>");
out.printin("<collection>");
if (n'=null)
print(n, out);
out.printin("</collection>");
} catch (Exception e) {e.printStackTrace();}

}

static void print(Node node, PrintStream out) {
int type = node.getNodeType();
switch (type) {
case Node.ELEMENT_NODE:

out.print("<" + node.getNodeName());
NamedNodeMap attrs = node.getAttributes();
int len = attrs.getLength();
for (int i=0; i<len; i++) {




Attr attr = (Attr)attrs.item(i);
out.print(" " + attr.getNodeName() A"=+
escapeXML(attr.getNodeValyie{)\"");
}

out.print('>");
NodeList children = node.getChildNodes();
len = children.getLength();
for (int i=0; i<len; i++)
print(children.item(i), out);

out.print("</" + node.getNodeName() + ">");
break;

case Node.ENTITY_REFERENCE_NODE:
out.print("&" + node.getNodeName() + ";");
break;

case Node.CDATA_SECTION_NODE:
out.print("<![CDATA[" + node.getNodeValuef)"]]>");
break;

case Node. TEXT_NODE:
out.print(escapeXML(node.getNodeValue()));
break;

case Node.PROCESSING_INSTRUCTION_NODE:
out.print("<?" + node.getNodeName());
String data = node.getNodeValue();
if (data!=null && data.length()>0)

out.print(" " + data);
out.printin("?>");
break;
}
}

static String escapeXML(String s) {
StringBuffer str = new StringBuffer();
int len = (s != null) ? s.length() : O;
for (int i=0; i<len; i++) {
char ch = s.charAt(i);
switch (ch) {
case '<': str.append("&lt;"); break;
case ">': str.append("&gt;"); break;
case '&': str.append("&amp;"); break;
case " str.append("&quot;"); break;
case '\": str.append("&apos;"); break;
default: str.append(ch);




return str.toString();

}
}

Change text, URL, and target attribute of a link

<htm|>

<head>

<script type="text/javascript">

function changelLink()

{
document.getElementByld(‘'myAnchor").innerHTML="Mi$¥/3Schools";
document.getElementByld('myAnchor').href="http://wwv3schools.com";
document.getElementByld('myAnchor').target="_blgnk"

}

</script>

</head>

<body>

<a id="myAnchor" href="http://www.microsoft.com">¥it Microsoft</a>

<input type="button" onclick="changeLink()" valueGhange link">

<p>In this example we change the text and the URA loyperlink. We also
change the target attribute.

The target attribute is by default set to " _selMhich means that the link will open
in the same window.

By setting the target attribute to " _blank", thaklwill open in a new
window.</p>

</body>

</html>

3 AJAX

3.1What is AJAX?

AJAX, short for Asynchronous JavaScript and from XavaScript and
XML is not sync), is a set of tools to allow spagriweb applications by cutting a
small data and display only what you need, instdfadading the load the entire
site. AJAX is not a single technology but a comboraof a group of technologies
together. The HTML and CSS as display data, DOM ehqaresented the




information, XMLHttpRequest object to exchange dataot synchronized with
the web server, and XML format is primarily for datansmission.

Most stories about the origin of AJAX is beginning develop the
Microsoft Remote Scripting technology in 1998. Hoee the method is not of
the content on a web page appear in the IFRAMES Bt EXplorer 3 (1996) and
the layer of Netscape 4.0 in 1997. When introdutetgrnet Explorer 4.0,
Microsoft has used the object model document DOKerinces. To 2000,
Netscape completely lose the browser market inéo ltands of manufacturers
software Bill Gates and the layer is no longer #pecialist web development
attention.

Must be a few years later, the new AJAX engaging ititerest of the
technology and tools to become innovative userfates for web applications.
This term appears only 1 year ago (2 / 2005) inféineous article by Jesse James
Garrett on adaptive Path. Since then, AJAX has mecthe center of all stories
related to the Web 2.0.

3.2 How does it work?

user rRofsce

I
Javascript call

,1‘ HTML+CS5 data
I
iy inberface Ajam Engine
HTTP request I HTTP reguest
HTHL +L55 data ML dats
et TV wasty and)'or XML werver
diatashone, badhond datastored, Backend
processing, logaly wilermn G, MY FYRLBmE

Web Applications traditional (left) and AJAX ap@itons. (Adaptive Path)

people imagine a computer application will then &®red and run
completely on the web instead of chain located amdhdrive. Whatever the
scenario that has not happen due to web applicai®timited by the principle
that all actions must be done through HTTP (HypetTe&ransfer Protocol -
Protocol transmitted through hyperlink) The actest of users on the site will
generate a request to the HTTP server. Serversrped business process such as
retrieve the data, calculation and check the vadfdrmation, modify memory,
then send a complete HTML page to the client. @hmeques, this approach
seems reasonable, but quite inconvenient and tonsuning, because the server
is implementing its role, the user will do? Of cegiwaiting.

To overcome the limitations, experts developed rrafe forms
intermediaries- the process AJAX - between cliert server. This is like raising a
middle class for the application to reduce thev&ftaof information and reduce
response time. Instead reload (refresh) a whole,pagnly load the information




changes, and keep other parts. Instead reloacggfa whole page, it only load
the information changes, and keep other parts.efbes, when a browser supports
AJAX, the user will never see a white window (blaakd the icon of sand - signs
that the server is performed tasks. For exampla,ghoto website, with traditional
applications, the entire page containing the plwoliobe open from the beginning
if a change is on page. When applied AJAX, DHTMblage only the title and
just edit, so make the transaction smooth, quick.
classic web application model (synchronous)

iy -ty sty

Interaction of web applications in traditional (amd walk in AJAX applications.
(Adaptive Path)

"Any action by the user will send commands to Javigd AJAX
processor, instead of creating an HTTP request fHi@quest) and to query the
server," Jesse James Garrett stated in the afitielelefines of this term. "If you
need anything from the server, such as downloadiadal code or get the new
data, will transmit AJAX request to a server is sghchronized, usually using
XML, but not to interrupt the interaction of useviéh Web applications ".

3.3 AJAX - applications popular

Google Suggest displays the term suggests almosedhately when the
user has not finished typing your keywords. Andnw@oogle Maps, people can
track changes, and serial, drag-drop on the magesktop environment. Google
Suggest and Google Maps are two prominent exangilesethods applied the
new web. the search services leading world havessted heavily on the
development of AJAX. Almost every program they aoluced last year, from
Orkut, Gmalil version to test Google Groups, arfAdihX applications.




Many other companies also got connected this tsiiaging site like Flickr
photos (Yahoo does belong) or search Amazon's Af.ctahoo plans a few
weeks | will launch the Yahoo Mail Beta 1 using tA@AX world (in limited
testing). Email will be equipped with more featuassbelonging to Web 2.0 RSS,
see the previous message (preview) ... Microsatsis implementing the program
Windows Live Mail and Windows Live Messenger sugpeiAX.

The project found that the AJAX is not a technolagy far away that are
present in the real world, since the model is \@mple like Google Suggest to
sophisticated and complex as Google Maps.

Biggest challenges when creating AJAX applicatisnsot in phases by the
technical part of it has been long, stable opematiod is known. Problem here is
only the "experts design should forget the limitshee web, start thinking wider,
more in-depth about the capabilities of technolagg creativity it's own way each
person, Alexei White, Director of production compan eBusiness (U.S.),
comment. "Ajax will gradually lose influence by Masoft in the market. While
not completely &t times, it will feature the altatime for most products as part of
Office."

3.4 THE weakness of AJAX

AJAX can contribute to creating a new generatmmweb applications (or
as colr.org backpackit.com). However, it is alsteehnology "dangerous" when
caused many problems on the user interface. Fanglea the "Back” (return to
the previous page) are valued in the standard teeddnfortunate, this feature
does not work with Javascript gearing and peopferes find the content before
the press Back. Therefore, only a small profiléhef data on the changes has been
difficult and can be restored. This is one of th@mreasons people do not make
many applications support Javascript.

Besides, people can not save the web address Eatlogite (Bookmark) to
review later. By class applied to mediate the taatisn, AJAX applications do
not have a fixed address for each content. MistakeS8JAX for easy "points lost"
in the human eye does.

The browser supports AJAX is Microsoft Internet Expr 5.0 and above;
Gecko-based browser such as Mozilla, Firefox, Sedddy, Epiphany, Galeon
and Netscape 7.1; browser contains KHTML API 3.8 above as Konqueror,
Apple Safari ...

- CSS - file type to the floor (Cascading Style Sheetis used to describe

how the presentation of documents written in HTMHHTML, XML,
SVG, XUL ... The specifications of the CSS orgatimaWorld Wide Web
Consortium (W3C) management.

- DOM - the object model document (Document ObjectdBld - is an
interface application programming (API). Usuallyrfo a DOM tree
structure data and is used to access the HTML dentsrand XML. DOM




model activities independent of the operating systend based on the
technical programming targeted to describe docusaent

- DHTML, or dynamic HTML, a site created by a combioa of
components: markup language static HTML, the lagguahe client
commands (eg JavaScript) and language format C8&®&M. Due to the
rich possibilities, DHTML is used as a tool to lbugimple games on the
browser.

4 RIA
4.1 Concept of RIA

- Rich Internet applications(RIA s) are web applications that have some of
the characteristics of desktop applications, typicaelivered by way of a
proprietar}/ web browser plug-ins or independentig 8andboxes or virtual
machines’. Examples of RIA frameworks include Curl (programgilanguage),
Adobe Flash/Adobe Flex/AIR, Java/JavaFX, uniPaa8 Microsoft Silverlight.

The term was introduced in the 1990s by vendors Macromedia who
were addressing limitations at the time in the Hmniess of the application
interfaces, media and content, and the overall isbp&tion of the solutions" by
introducing proprietary extensions.

As web standards (such as Ajax and HTML 5) havesldped and web
browsers' compliance has improved there is lessl h@esuch extensions, and
Javascript compilers with their associated deski@pwidget sets reduce the need
for browser extensions even further. HTML 5 delivarsull-fledged application
platform; "a level playing field where video, sounchages, animations, and full
interactivity with your computer are all standastiz.

It is now possible to build RIA-like Web applicat®that run in all modern
browsers without the need of special run-timeslog4ns. This means that if one
could run a modern Ajax-based Web applicattmtsideof a web browser (e.g.
using Mozilla Prism or Fluid) it would essentiabbg an RIA, though there is some
contention as to whether this is actually the case.

4.2 Examples of RIA frameworks

- Adobe Flexis a software development kit released by Adobsteys for the
development and deployment of cross-platform ritkrnet applications based on




the Adobe Flash platform. Flex applications camwbéen using Adobe Flex

Builder or by using the freely available Flex cotapfrom Adobe.
Adobe technology platform for R1As

- Aok Flanh Pl pet
= =T
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Figure 1. Platform technology by Adobe RIA

Until now, Adobe Systems is the "hand game" theyés) and most mature
in the field of RIA. Macromedia bought over 3 yedéirs 4 / 2005), Adobe is the
inheritance to go from production to Shockwave Iklaslex and AIR (original
name is Apollo)

Flash is a technology show is famous for the abild handle vector
graphics and video, allowing content multimediaeratt with users through
actionscript. Flex-based Flash using language telpased on XML (MXML)
associated with actionscript, provides isolationween the user interface and
logistics applications clearly than Flash. Flex laggpions are compiled into the
file. Swf and run the Flash player - runs on anstemn which supports Flash, can
run on both mobile devices (with Flash Lite) (Figu).

- Adobe Integrated Runtime (AIR) is a cross-platformruntime environment
for building rich Internet applications using Adobkash, Adobe Flex, HTML, or
Ajax, that can be deployed as a desktop application

AIR is intended to be a versatile runtime environtnas it allows existing
Flash, Actionscript or HTML and JavaScript codebtoused to construct a more
traditional desktop-like program. Adobe positionhas a browser-less runtime for
rich Internet applications that can be deployedoahie desktop, rather than a
fully-fledged application framework. The differerscbetween each deployment
paradigm provides both advantages and disadvantdegms example, a rich
internet application deployed in a browser doesraqtire installation, while one
deployed with AIR requires the application be pagd digitally signed, and
installed to the user's local file system. Howeubrs provides access to local
storage and file systems, while browser-deployqdieggions are more limited in
where and how data are accessed and stored. In oasss, rich internet
applications store users' data on their own seneristhe ability to consume and
work with data on a user's local file system alldarsgreater flexibility.




Adobe AIR 1.1 was released on June 16, 2008, aovdes support for building
internationalized applications. Runtime installatidialogs were localized to
Brazilian Portuguese, Chinese (Traditional and $frad), French, German,
Italian, Japanese, Korean, Russian and Spanisddition, version 1.1 includes
support for Microsoft Windows XP Tablet PC Editi@amd 64-bit editions of
Windows Vista Home Premium, Business, Ultimate:oterprise.

Applications Flash / Flex can run on your desktaghuhe library implementation
AIR. AIR (Adobe Integrated Runtime) technology isptbyed to run applications
Flash / Flex and Ajax without the browser, simitar Microsoft's ClickOnce -

technology developed applications based on Winddod, the AIR run on

Windows and Mac (version running on Linux is in grecess of testing).

Javais a programming language originally developedlasnes Gosling at
Sun Microsystems and released in 1995 as a corepament of Sun
Microsystems' Java platform. The language deriveshnof its syntax from C and
C++ but has a simpler object model and fewer lovelefacilities. Java
applications are typically compiled to bytecodeagsl file) that can run on any
Java virtual machine (JVM) regardless of computehitecture.

The original and reference implementation Java dleny) virtual
machines, and class libraries were developed byfisum 1995. As of May 2007,
in compliance with the specifications of the Javarhunity Process, Sun made
available most of their Java technologies as foévare under the GNU General
Public License. Others have also developed altemamnplementations of these
Sun technologies, such as the GNU Compiler for danbGNU Classpath.
Examples
Hello world

The traditionaHello world prograntan be written in Java as:

/*
* Qutputs "Hello, world!" and then exits
*/

public class HelloWorld {
public static void main(String[] args) {
System.out.printin("Hello, world!");
}

}

A more comprehensive example
/l OddEven.java
import javax.swing.JOptionPane;

public class OddEven {
/[ "input” is the number that the user givesh® computer




private int input; // a whole number("int" meanteger)

/*

* This is the constructor method. It gets @@dWwhen an object of the OddEven
type

* is being created.

*/

public OddEven() {

//Code not shown

}

Il This is the main method. It gets called whas class is run through a Java
interpreter.
public static void main(String[] args) {
/*
* This line of code creates a new instaoicthis class called "number” (also
known as an
* Object) and initializes it by callingealconstructor. The next line of code
calls
* the "showDialog()" method, which brings a prompt to ask you for a
number
*/
OddEven number = new OddEven();
number.showDialog();

}

public void showDialog() {
/*
* "try" makes sure nothing goes wrongsdfnething does,
* the interpreter skips to "catch" to sewat it should do.
*/
try {
/*
* The code below brings up a JOptiamRavhich is a dialog box
* The String returned by the "showltipialog()" method is converted
into
* an integer, making the program tieas a number instead of a word.
* After that, this method calls a sedanethod, calculate() that will
* display either "Even" or "Odd."
*/
input = new Integer(JOptionPane.showtbalog("Please Enter A
Number"));
calculate();
} catch (NumberFormatException e) {




/*

* Getting in the catch block meang thare was a problem with the
format of

* the number. Probably some lettersevigped in instead of a number.

*/

System.err.printin("ERROR: Invalid inpRlease type in a numerical
value.");

}
}

/*
* When this gets called, it sends a messagestinterpreter.
* The interpreter usually shows it on the commeh prompt (For Windows
users)
* or the terminal (For Linux users).(Assumitig open)
*/
private void calculate() {
if (input % 2 == 0) {
System.out.printin("Even");
} else {
System.out.printin("Odd");

}
}
}

JavaFX is a software platform for creating and deliveringh Internet
applications that can run across wide variety ainexted devices. The current
release (JavaFX 1.2, June 2009) enables buildingicafons for desktop,
browser and mobile phones. TV set-top boxes, gamargoles, Blu-ray players
and other platforms are planned.

The Big Picture

JehUS EAR|

Figure 2. Overview of JavaFX.

JavaFX (F3 code name) was built based Java teajotmnsists of 2
parts: JavaFX Script and Java Mobile. JavaFX Sgitte language declared not
based on XML to help store the burden to build tiser interface of capital
previously required a lot code command Swing. JXv&Eript must be compiled




into Java byte code to run on Java virtual maclivM). JavaFX Mobile is the
operating system for mobile devices are designedkefioy RIA applications on
the devices (Figure 2)

Microsoft Silverlight is a programmable web browser plugin that enables
features such as animation, vector graphics andoaudko playback which
characterize rich Internet applications. Versiof), 2eleased in October 2008,
brought additional interactivity features and suppor .NET languages and
development tools. Microsoft made the beta of Sligiet 3.0 available on March
18, 2009. The final version is expected to arrimeJoly 10, 2009
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Figure 3

Silverlight (2.0) may be the child of Windows Pretgion Foundation
(WPF), also using XAML (eXxtensible Application Marp Language) - language
report based on XML to define the user interfagecl(iding vector graphics,
effects and interactive data interface). The tasicgssing complex is separated
from the defined user interface and can write codk the "managed” (managed
code) use the language. NET or JavaScript, andRYytRuby (Figure 3).

Silverlight install required additional library hwser to implement the
client. Existing Silverlight applications can rurithvinternet Explorer and Firefox
on Windows, Firefox and Safari on Mac OS X; notsup any browsers on Linux
(but has the project open source Moonlight enaldleplications Silverlight on
Linux). Support for mobile devices, Microsoft hab/&light for Mobile to run on
the operating system Nokia S60 and Windows Mohile 6



Chapter 13
1 Web3.0

If you think the Web 2.0 is really not perfect, anebrld Wide Web is still
a cloud filled with information of the image, th#érat is what the Web 3.0 corrects
the - delete layer clouds that in certain order.

1.1 The breakthrough of new media channels

This is also the hot topic that most science coemsutow tracking the day,
which is typical Google or Yahoo and the new conypset up the depth is Garlik
, Metaweb Technologies, Powerset, Zoominfo, Radatwlrks ... with many
large corporations in the world such as CitigrdalpLilly, Kodak and Oracle

1.2 definition

Web 3.0 is defined as the creation of high-quatipntent and services
produced by gifted individuals using Web 2.0 tedbgg as an enabling platform.

1.3 Characteristics




Web 3.0 also known to the name of Semantic Web (8éeise) and will be
equipped with features high argued. Said another, w@urces of information in
the directory under the new web will be convertatb isources of data that
computers can read and estimates. Only in this thayweb will become smarter
in the reception of the work that today we stileogte with manual, chosen such
that the nearest restaurant, booking the besttfligh buy a CD with the lowest
prices.

The term Semantic Web was born in 2001 by Bernees-and two co-
author of the book is Scientific American James ddenand Ora Lassila. For
Semantic Web can be operated, sources of informatidine must be read by
devices digital.

Services on the network like Google can do goodkwoffilter information
from many sites, but we still want more when viegvgearch results. Bersyon new
Berners-Lee's conduct as a string of serial dag@th@r with information in a
concentrated form was built before

Inside the structure, they added the system toeséims computer can
understand. For example, if you use Google toolse@mrch for someone in the
Web 3.0, people that will be described with suéfidi information plentiful, from
the date of birth, title of work, address home, ltieb to in order must

Users Semantic Web will have the clear connectiath whe work,
relatives, work history and preferences of eaclemtBuppose want to arrange a
banquet following a meeting, you will first browsendow address book email
and see who can join the conference, then seriatrons to more parties. Then all
the guests home with party together talk about ame: place via email regale

In Semantic Web, software assistant will know whdt be involved in
arranging the banquet instead of you to send doatesnails, it will filter chat
object of the conference and on the guest listigmrtEven it can also book
through your address book to see who lives whedevdren party organization is
the appropriate

Once the guest list has been approved, the sofagsistant will review the
location of the parties, final instructions will sent to everyone. Even with GPS,
it also helps you know how long it is a guests Wwdle to face delays. Ability to
connect to sources with individual ways tangibld awvisible is what makes the
reputation of Web 3.0.

The main differences between Web 1.0, Web 2.0 andaly 3.0.



Web 1.0 Web 2.0 Web 3.0

Web 1.0- That Geocities & Hotmail era was all about readly content and static
HTML

websites. People preferred navigating the web tirdink directories of Yahoo!
and dmoz.

Web 2.0- This is about user-generated content and theewetie web. People are
consuming as well as contributing information thgloblogs or sites like Flickr,
YouTube, Digg, etc. The line dividing a consumed atontent publisher is
increasingly getting blurred in the Web 2.0 era.

Web 3.0 - This will be about semantic web (or the meaniofy data),
personalization (e.g. iGoogle), intelligent seamckl behavioral advertising among
other things.

2 Metadata

2.1 Definitions

Metadata (meta data, or sometimes metainformation) is "@d@ut other
data", of any sort in any media. An item of metadaiay describe an individual
datum, or content item, or a collection of datdudag multiple content items and
hierarchical levels, for example a database schémdata processing, metadata
provides information about, or documentation ofjestdata managed within an




application or environment. This commonly definles structure or schema of the
primary data. The term should be used with cawt®all data is about something,
and is therefore "metadata” in a sense, and vitsave

For example, metadata would document data abowt dEments or
attributes, (name, size, data type, etc) and dabaitarecords or data structures
(length, fields, columns, etc) and data about ¢ataere it is located, how it is
associated, ownership, etc.). Metadata may inctieseriptive information about
the context, quality and condition, or characterssof the data. It may be recorded
with high or low granularity.

The term was introduced intuitively, without a faihdefinition. Because
of that, today there are various definitions. Thestncommon one is the literal
translation:

Meta is a classical Greek prepositioger oliov etapov) and prefix
(neropaocic) conveying the following senses in English, depegdipon the case
of the associated noun: among; along with; with;nbgans of; in the midst of;
after; behind.In epistemology, the word means "al{as own category)"; thus
metadata is "data about the data".

"Data about data are referred to as metadata."”

As for most people the difference between dataiafodmation is merely a
philosophical one of no relevance in practical wsleer definitions are:

« Metadata is information about data.
. Metadata is information about information.
. Metadata contains information about that data loeotlata

There are more sophisticated definitions, such as:

Metadata is structured, encoded data that deschhgacteristics of information-
bearing entities to aid in the identification, digsery, assessment, and
management of the described entities."

[Metadata is a set of] optional structured desmist that are publicly available to
explicitly assist in locating objects."

Fundamentally, then, metadata is "the data thatribes the structure and
workings of an organization's use of informationd avhich describe the systems
it uses to manage that information”". To do a maofelmetadata is to do an
"Enterprise model" of the information technologdustry itself.




2.2 Purpose
Metadata provides context for data.

Metadata is used to facilitate the understandihgyacteristics, and management
usage of data. The metadata required for effectata management varies with
the type of data and context of use. In a libratyere the data is the content of the
titles stocked, metadata about a title would tylhycaclude a description of the
content, the author, the publication date and thesipal location.

2.3 Examples of metadata
Book

Examples of metadata regarding a book would bditlee author, date of
publication, subject, a unique identifier (such laternational Standard Book
Number), its dimensions, number of pages, andathguage of the text.

Photograph

Metadata for a photograph would typically includee tdate and time at
which it was taken and details of the camera ggsti(such as focal length,
aperture, exposure). Many digital cameras recordaga in exchangeable image
file format (EXIF).

Audio

Audio recordings may also be labelled with metadétaen audio formats
moved from analogue to digital, it became posdiblembed this metadata within
the digital content itself.

Metadata can be used to name, describe, cataloglandicate ownership
or copyright for a digital audio file, and its peege makes it much easier to locate
a specific audio file within a group - through udea search engine that accesses
the metadata. As different digital audio formatseveeveloped, it was agreed that
a standardized and specific location would be se&teawithin the digital files
where this information could be stored.

As a result, almost all digital audio formats, umtihg mp3, broadcast wav
and AIFF files, have similar standardized locatidhat can be populated with
metadata. This "information about information" Hascome one of the great
advantages of working with digital audio files r& the catalogue and descriptive
information that makes up the metadata is builhtrioppto the audio file itself,
ready for easy access and use.




Web page

The HTML used to mark-up web pages allows for tieusion of a variety
of types of meta data, from simple descriptive ,teates and keywords to highly-
granular information such as the Dublin Core an@MS standards. Pages can be
geotagged with coordinates. Metadata may be indlini¢he page's header or in a
separate file. Microformats allow on-page datadgmiarked up as meta data. The
Hypertext Transfer Protocol used to link web pagles includes metadata.

2.4 Use

Metadata has many different applications; this igaclists some of the
most common.

Metadata is used to speed up and enrich searabirrgdources. In general,
search queries using metadata can save users &édarming more complex filter
operations manually. It is now common for web bresss(with the notable
exception of Mozilla Firefox), P2P applications amédia management software
to automatically download and locally cache metad&i improve the speed at
which files can be accessed and searched

Metadata may also be associated to files manu@hlis is often the case
with documents which are scanned into a documema@e repository such as
FileNet or Documentum. Once the documents have lmverted into an
electronic format a user brings the image up ineaver application, manually
reads the document and keys values into an onppécation to be stored in a
metadata repository.Metadata provide additionalrmftion to users of the data it
describes.This information may be descriptiveooatgmic

Metadata helps to bridge the semantic gap. Byhtglli computer how data
items are related and how these relations can laduaed automatically, it
becomes possible to process even more complexditie search operations

Certain metadata is designed to optimize lossy cesson.

Some metadata is intended to enable variable coptesentation..

Other descriptive metadata can be used to autonaatdlows

Metadata is becoming an increasingly important paft electronic

discovery. [2] Application and file system metadata derived frehectronic
documents and files can be important evidence




Metadata has become important on the World Wide Wetause of the
need to find useful information from the mass dbrmation available. Manually-
created metadata adds value because it ensurdasteany. If a web page about a
certain topic contains a word or phrase, then alh wages about that topic should
contain that same word or phrase. Metadata alsaoremyariety, so that if a topic
goes by two names each will be used

2.5 Types of metadata
Metadata can be classified by:

- Content. Metadata can either describe the resoised (for example,
name and size of a file) or the content of the wes® (for example, "This
video shows a boy playing football").

- Mutability. With respect to the whole resource, atetta can be either
immutable (for example, the "Title" of a video doext change as the video
itself is being played) or mutable (the "Scene dpson" does change).

- Logical function. There are three layers of logiftaiction: at the bottom
the subsymbolic layer that contains the raw dilfj then the symbolic
layer with metadata describing the raw data, antheriop the logical layer
containing metadata that allows logical reasonsiggithe symbolic layer

types of metadata are;

descriptive metadata.
administrative metadata.
structural metadata.
technical metadata.

use metadata

arwnpE

To successfully develop and use metadata, sevemalportant issues should be
treated with care:

Metadata risks

Microsoft Office files include metadata beyond th@intable content, such
as the original author's name, the creation dateeoflocument, and the amount of
time spent editing it. Unintentional disclosure cha awkward or even, in
professional practices requiring confidentialitgise malpractice concerns. Some
of Microsoft Office document's metadata can be sbgnclicking File then
Properties from the program's menu. Other metadatat visible except through
external analysis of a file, such as is done ietisics

Metadata lifecycle




Even in the early phases of planning and desigitirggnecessary to keep
track of all metadata created. It is not economigadtart attaching metadata only
after the production process has been completadeXample, if metadata created
by a digital camera at recording time is not starechediately, it may have to be
restored afterwards manually with great effort. rEffi@re, it is necessary for
different groups of resource producers to coopearsiteg compatible methods and
standards.

Manipulation. Metadata must adapt if the resoutaescribes changes. It
should be merged when two resources are mergedeTbgerations are
seldom performed by today's software; for examplaage editing
programs usually do not keep track of the Exif mdata created by digital
cameras.

Destruction. It can be useful to keep metadata eaftar the resource it
describes has been destroyed, for example in chaisggeies within a text
document or to archive file deletions due to digrights management.
None of today's metadata standards consider tlaiseph

Storage

Metadata can be stored either inteyaih the same file as the data, or
externaly, in a separate file. Metadata that are embeddédd eantent is called
embedded metadata. A data repository typicallyesttiie metadata detached from
the data

3 RDF

3.1 Introduction to RDF

The Resource Description Framework (RDF) is a W3andard for
describing Web resources, such as the title, authodification date, content, and
copyright information of a Web page.

3.1.1 Definitions

RDF stands foResourceéDescriptionFramework

RDF is a framework for describing resources onibb
RDF is designed to be read and understood by cargput
RDF is not designed for being displayed to people
RDF is written in XML

RDF is a part of the W3C's Semantic Web Activity
RDF is a W3C Recommendation




3.1.2 RDF - Examples of Use

Describing properties for shopping items, suchraz@nd availability
Describing time schedules for web events

Describing information about web pages (conterth@u created and
modified date)

Describing content and rating for web pictures

Describing content for search engines

Describing electronic libraries

RDF is Designed to be Read by Computers

RDF was designed to provide a common way to desaniformation so it
can be read and understood by computer applications

RDF descriptions are not designed to be displayetthe web.
RDF and "The Semantic Web"

The RDF language is a part of the W3C's Semantio A&ivity. W3C's
"Semantic Web Vision" is a future where:

Web information has exact meaning
Web information can be understood and processe&bimputers
Computers can integrate information from the web

RDF Rules
RDF uses Web identifiers (URIS) to identify res@s.c
RDF describes resources with properties and prppattes.
Explanation of Resource, Property, and Propertyezal

A Resourceis anything that can have a URI, such as
"http://www.w3schools.com/rdf"

A Property is a Resource that has a name, such as "authtinborepage”
A Property value is the value of a Property, such as "Jan Egil fefsor
"http://www.w3schools.com" (note that a propertyueacan be another
resource)

The following RDF document could describe the reseu
"http://www.w3schools.com/rdf":




<?xml version="1.0"?>

<RDF>
<Description about="http://www.w3schools.com/relf"
<author>Jan Egil Refsnes</author>
<homepage>http://www.w3schools.com</homepage>
</Description>
</RDF>

RDF Statements

The combination of a Resource, a Property, andpe?fty value forms a
Statement(known as thaubject, predicate and objecf a Statement).

Let's look at some example statements to get arhatderstanding:
Statement: "The author of http://www.w3schools.aalfnis Jan Egil Refsnes".

The subject of the statement above is: http://wwBsetools.com/rdf
The predicate is: author
The object is: Jan Egil Refsnes

Statement: "The homepage of http://www.w3schools/cdf is
http://www.w3schools.com"”.

The subject of the statement above is: http://wwBgehools.com/rdf
The predicate is: homepage
The object is: http://www.w3schools.com

RDF Example

Here are two records from a CD-list:

Title Artist Country Company Price Year
Empire Burlesque Bob Dylan USA Columbia 10.20 1985
Hide your heart Bonnie Tyler | UK CBS Records  9.90 839

Below is a few lines from an RDF document:




<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:cd="http://www.recshop.fake/cd#">

<rdf:Description

rdf:about="http://www.recshop.fake/cd/Empire Budas">
<cd:artist>Bob Dylan</cd:artist>
<cd:country>USA</cd:country>
<cd:company>Columbia</cd:company>
<cd:price>10.90</cd:price>
<cd:year>1985</cd:year>

</rdf:Description>

<rdf:Description

rdf:about="http://www.recshop.fake/cd/Hide your H&a
<cd:artist>Bonnie Tyler</cd:artist>
<cd:country>UK</cd:country>
<cd:company>CBS Records</cd:company>
<cd:price>9.90</cd:price>
<cd:year>1988</cd.year>

</rdf:Description>

</rdf-RDF>

The first line of the RDF document is the XML deeal@gon. The XML
declaration is followed by the root element of Rideuments<rdf:RDF> .

Thexmlns:rdf namespace, specifies that elements with the edixpare
from the namespace "http://www.w3.0rg/1999/02/22gyhtax-ns#".

Thexmlns:cd namespace, specifies that elements with the dik janee
from the namespace "http://www.recshop.fake/cd#".

The<rdf:Description> element contains the description of the resource
identified by thedf:about attribute.

The elements<cd:artist>, <cd:country>, <cd:company>,etc. are properties of
the resource.




RDF Main Elements
The <rdf:RDF> Element

<rdf:RDF> is the root element of an RDF documendelfines the XML
document to be an RDF document. It also contame$emence to the RDF
namespace:

<?xml version="1.0"?>

<rdf:RDF

xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntaps#">
..Description goes here...

</rdf:RDF>

The <rdf:Description> Element

The <rdf:Description> element identifies a resousttd the about
attribute.

The <rdf:Description> element contains elementsdeacribe the
resource:

<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:cd="http://www.recshop.fake/cd#">

<rdf:Description

rdf:about="http://www.recshop.fake/cd/Empire Budas">
<cd:artist>Bob Dylan</cd:artist>
<cd:country>USA</cd:country>
<cd:company>Columbia</cd:company>
<cd:price>10.90</cd:price>
<cd:year>1985</cd.year>

</rdf:Description>

</rdf:RDF>

The elements, artist, country, company, price,\sat, are defined in the
http://www.recshop.fake/cd# namespace. This naneesgaoutside RDF (and not
a part of RDF). RDF defines only the framework. Bfements, artist, country,
company, price, and year, must be defined by sometse (company,
organization, person, etc).
Properties as Attributes




The property elements can also be defined as atisl{instead of
elements):
<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:cd="http://www.recshop.fake/cd#">

<rdf:Description
rdf:about="http://www.recshop.fake/cd/Empire Budas"
cd:artist="Bob Dylan" cd:country="USA"
cd:company="Columbia" cd:price="10.90"
cd:year="1985" />

</rdf:RDF>
Properties as Resources

The property elements can also be defined as ressiur
<?xml version="1.0"?>
<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:cd="http://www.recshop.fake/cd#">
<rdf:Description

rdf:about="http://www.recshop.fake/cd/Empire Budas">
<cd:artist rdf:resource="http://www.recshop.falddylan" />

</rdf:Description>
</rdf:RDF>
In the example above, the property artist doehawe a value, but a

reference to a resource containing information abdwartist.

RDF Container Elements

RDF containers are used to describe group of things

The following RDF elements are used to describeggo<Bag>, <Seq>, and
<Alt>.




The <rdf:Bag> Element

The <rdf:Bag> element is used to describe a listahiies that does not has to be
in a special order.

The <rdf:Bag> element may contain duplicate values.

Example
<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:cd="http://www.recshop.fake/cd#">

<rdf:Description
rdf:about="http://www.recshop.fake/cd/Beatles">
<cd:artist>
<rdf:Bag>
<rdf:li>John</rdf:li>
<rdf:li>Paul</rdf:li>
<rdf:li>George</rdf:li>
<rdf:li>Ringo</rdf:li>
</rdf:Bag>
</cd:artist>
</rdf:Description>

</rdf:RDF>

The <rdf:Seg> Element

The <rdf:Seq> element is used to describe an addesteof values (For
example, in alphabetical order).

The <rdf:Seqg> element may contain duplicate values.

Example
<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntaps#"
xmins:cd="http://www.recshop.fake/cd#">




<rdf:Description
rdf:about="http://www.recshop.fake/cd/Beatles">
<cd:artist>
<rdf:Seqg>
<rdf:li>George</rdf:li>
<rdf:li>John</rdf:li>
<rdf:li>Paul</rdf:li>
<rdf:li>Ringo</rdf:li>
</rdf:Seqg>
</cd:artist>
</rdf:Description>

</rdf:RDF>

The <rdf:Alt> Element

The <rdf:Alt> element is used to describe a lisalbérnative values (the
user can select only one of the values).

Example
<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:cd="http://www.recshop.fake/cd#">

<rdf:Description
rdf:about="http://www.recshop.fake/cd/Beatles">
<cd:format>
<rdf:Alt>
<rdf:li>CD</rdf:li>
<rdf:li>Record</rdf:li>
<rdf:li>Tape</rdf:li>
</rdf:Alt>
</cd:format>
</rdf:Description>

</rdf:RDF>
RDF Terms

In the examples above we have talked about "lisbbfes” when
describing the container elements. In RDF these ¢fi values" are called
members.




So, we have the following:

A container is a resource that contains things
The contained things are called members (not figales)

RDF Collections

RDF collections describe groups that can contaih. ©bhe specified
members.
The rdf:parseType="Collection" Attribute

As seen in the previous chapter, a container $eshe containing
resources are members - it does not say that oteetbers are not allowed.

RDF collections are used to describe groups thatoatains ONLY the
specified members.

A collection is described by the attribute rdf:palrgpe="Collection".

Example
<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:cd="http://recshop.fake/cd#">

<rdf:Description
rdf:about="http://recshop.fake/cd/Beatles">
<cd:artist rdf:parseType="Collection">
<rdf:Description rdf:about="http://recshop.fabd/Beatles/George"/>
<rdf:Description rdf:about="http://recshop.fé@d/Beatles/John"/>
<rdf:Description rdf:about="http://recshop.fab@/Beatles/Paul"/>
<rdf:Description rdf:about="http://recshop.fab@/Beatles/Ringo"/>
</cd:artist>
</rdf:Description>

</rdf:RDF>




RDF Schema (RDFS)

RDF Schema (RDFS) is an extension to RDF.

RDF Schema and Application Classes
RDF describes resources with classes, propertesyalues.

In addition, RDF also need a way to define applbeaspecific classes and
properties. Application-specific classes and prigpemust be defined using
extensions to RDF.

One such extension is RDF Schema.
RDF Schema (RDFS)

RDF Schema does not provide actual applicationiipetasses and
properties.

Instead RDF Schema provides the framework to desagpplication-
specific classes and properties.

Classes in RDF Schema is much like classes in bbjemted
programming languages. This allows resources tbefieed as instances of
classes, and subclasses of classes.

RDFS Example
The following example demonstrates some of the Ri2Effties:
<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:rdfs="http://www.w3.0rg/2000/01/rdf-schema#"
xml:base="http://www.animals.fake/animals#">

<rdf:Description rdf:ID="animal">
<rdf:type rdf:resource="http://www.w3.0rg/2000/aif-schema#Class"/>




</rdf:Description>

<rdf:Description rdf:ID="horse">
<rdf:type rdf:resource="http://www.w3.0rg/2000/adf-schema#Class"/>
<rdfs:subClassOf rdf:resource="#animal"/>

</rdf:Description>

</rdf:RDF>

In the example above, the resource "horse" is aelash of the class "animal”.

Example Abbreviated

Since an RDFS class is an RDF resource we can\ahta¢he example
above by using rdfs:Class instead of rdf:Descriptand drop the rdf:type
information:

<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:rdfs="http://www.w3.0rg/2000/01/rdf-schema#"
xml:base="http://www.animals.fake/animals#">

<rdfs:Class rdf:ID="animal" />
<rdfs:Class rdf:ID="horse">
<rdfs:subClassOf rdf:resource="#animal"/>

</rdfs:Class>

</rdf:RDF>

RDF Dublin Core Metadata Initiative

The Dublin Core Metadata Initiative (DCMI) has dexhsome predefined
properties for describing documents.

The first Dublin Core properties were defined &Ntetadata Workshop
in Dublin, Ohio in 1995 and is currently maintained by the Dul@ore Metadata
Initiative




Property Definition

. An entity responsible for making contributions be ttontent of the
Contributo
resource

Coverage @ The extent or scope of the content ofebeurce

Creator | An entity primarily responsible for makiting content of the resource
Format The physical or digital manifestation of teeource

Date A date of an event in the lifecycle of theotgse

DescriptionAn account of the content of the resource

Identifier |An unambiguous reference to the resowitkin a given context
Language | A language of the intellectual conterihefresource

Publisher | An entity responsible for making the tese available

Relation | A reference to a related resource

Rights Information about rights held in and oves thsource

Source A Reference to a resource from which thegmteresource is derived
Subject | A topic of the content of the resource

Title A name given to the resource

Type The nature or genre of the content of theweso

A quick look at the table above indicates that R®Heal for representing
Dublin Core information.

RDF Example

The following example demonstrates the use of soiniee Dublin Core
properties in an RDF document:

<?xml version="1.0"?>

<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntans#"
xmins:dc= "http://purl.org/dc/elements/1.1/">

<rdf:Description rdf:about="http://www.w3schoolsmt>
<dc:description>W3Schools - Free tutorials</dsaigtion>
<dc:publisher>Refsnes Data as</dc:publisher>
<dc:date>2008-09-01</dc:date>
<dc:type>Web Development</dc:type>
<dc:format>text/htmli</dc:format>
<dc:language>en</dc:language>

</rdf:Description>

</rdf:RDF> =







4. SPARQL Query Language for RDF

4.1 Introduction

RDF is a directed, labeled graph daten&dgrfor representing information in
the Web.

RDF is often used to represent, amongrdthings, personal information,
social networks, metadata about digital artifaassyell as to provide a means of
integration over disparate sources of informatidns specification defines the
syntax and semantics of the SPARQL query languagBDF.

The SPARQL query language for RDF is designed tetrtie use cases ¢
requirements identified by the RDF Data Access WaylGroup inRDF Data
Access Use Cases and Requirenjei@siR].

The SPARQL query language is closely related tdahewing specifications:

The SPARQL Protocol for RDF [SPROT] specificatiafides the remote
protocol for issuing SPARQL queries and receiving tesults.

The SPARQL Query Results XML Format [RESULTS] sfieation
defines an XML document format for representingrémsgults of SPARQL
SELECT and ASK queries.

4.2 SPARQL Syntax
4.2 .1 RDF Term Syntax

4.2.1. Syntax for IRIs

The IRIref production designates the sdRd$ [RFC3987]; IRIs are a
generalization of URIs [RFC3986] and are fully catiple with URIs and URLSs.
The PrefixedName production designates a prefixaden The mapping from a
prefixed name to an IRl is described below. IRkerehces (relative or absolute
IRIs) are designated by the IRI_REF production, itibe '<' and '>' delimiters
not form part of the IRI reference. Relative IRlatoh the irelative-ref reference
in section 2.2 ABNF for IRl References and IRI$R#FC3987] and are resolved
to IRIs as described below.

Grammar rules:
[67] IRIref

[68] PrefixedName
[69] BlankNode

IRI_REF | PrefixedName
PNAME_LN | PNAME_NS
BLANK_NODE_LABEL | ANON




[70]  IRI_REF
[71]  PNAME_NS
[72]  PNAME_LN

< ([P<>"{HNM\]-[#x00-#x20])* >
PN_PREFIX? "'
PNAME_NS PN_LOCAL

The set of RDF terms defined in RDF Comea@nd Abstract Syntax
includes RDF URI references while SPARQL termsudel IRIs. RDF URI
references containings”, ">", "' (double quote), space,", "} ", "| ", "\ ", "A",
and " " are not IRIs. The behavior of a SPARQL query agaRDF statements

composed of such RDF URI references is not defined.
Prefixed names

ThePREFIX keyword associates a prefix label with an IRI. rafixed nam
is a prefix label and a local part, separated bglan " ". A prefixed name is
mapped to an IRl by concatenating the IRl assatiaith the prefix and the local
part. The prefix label or the local part may be gmpote that SPARQL local
names allow leading digits while XML local nhamesrd.

Relative IRIs

Relative IRIs are combined with base I&dger Uniform Resource
Identifier (URI): Generic Syntax [RFC3986] usinglythe basic algorithm in
Section 5.2 . Neither Syntax-Based Normalization®cheme-Based
Normalization (described in sections 6.2.2 and36a? RFC3986) are performed.
Characters additionally allowed in IRI referencestaeated in the same way that
unreserved characters are treated in URI referepeesection 6.5 of
Internationalized Resource Identifiers (IRIs) [RP83].

TheBASEkeyword defines the Base IRI used to resolveixadRIs per
RFC3986 section 5.1.1, "Base URI Embedded in Coht8ection 5.1.2, "Base
URI from the Encapsulating Entity" defines how Base IRl may come from an
encapsulating document, such as a SOAP envelopeawixml:base directive ot
mime multipart document with a Content-Locationdera The "Retrieval URI"
identified in 5.1.3, Base "URI from the RetrievaRl, is the URL from which a
particular SPARQL query was retrieved. If nonelef above specifies the Base
URI, the default Base URI (section 5.1.4, "Defd&dise URI") is used.

The following fragments are some of the differeatya/to write the same IRI:

<http://lexample.org/book/book1>

BASE <http://example.org/book/>
<book1>

PREFIX book: <http://example.org/book/>
book:book1




4.2..2 Syntax for Literals

The general syntax for literals is argjr{enclosed in either double quotes,
, Or single quotes,.." ), with either an optional language tag
(introduced by@ or an optional datatype IRI or prefixed namer@dtuced by

/\/\).

As a convenience, integers can be writiegctly (without quotation marks
and an explicit datatype IRI) and are interpretetlyped literals of datatype
xsd:integer  ; decimal numbers for which there is '." in the bembut no
exponent are interpreted xsd:decimal ; and numbers with exponents are
interpreted agsd:double . Values of typexsd:boolean can also be written
astrue orfalse

To facilitate writing literal values whi¢ghemselves contain quotation marks
or which are long and contain newline characteP\QL provides an addition
guoting construct in which literals are enclosethiree single- or double-
guotation marks.

Examples of literal syntax in SPARQL include:

llchatll

‘chat'@fr  with language tag "fr"
"xyz"M<http://example.org/ns/userDatatype>
"abc"MappNS:appDataType

"The librarian said, "Perhaps you would enjoy
‘War and Peace'.""

1, which is the same 44"xsd:integer

1.3 , which is the same d%.3""xsd:decimal
1.300 , which is the same 4%.300"xsd:decimal
1.0e6 , which is the same 4%.0e6"*xsd:double
true , which is the same dgue"xsd:boolean
false , which is the same dfalse"xsd:boolean

Grammar rules:
[60]  RDFLiteral = String ( LANGTAG | ( ' IRIref ) )?

.._ NumericLiteralUnsigned |
[61] NumericLiteral "~ NumericLiteralPositive |
NumericLiteralNegative

NumericLiteralUn

[62] signed

.._ INTEGER | DECIMAL | DOUBLE




NumericLiteralPo .- INTEGER_POSITIVE |

[63] Sitive "~ DECIMAL_POSITIVE |
DOUBLE_POSITIVE
NumericLiteralNe = INTEGER_NEGATIVE |
[64] ative "~ DECIMAL_NEGATIVE |
9 DOUBLE_NEGATIVE
[65] BooleanLitera = ‘true'| ‘'false’

__STRING_LITERALL | STRING_LITERAL2 |
[66]  String T STRING_LITERAL_LONG1 |
STRING_LITERAL_LONG2

[76] LANGTAG “T'@' [a-zA-Z]+ (- [a-zA-Z0-9]+)*

[77]  INTEGER ~7 [0-9]+

[78]  DECIMAL 7 [0-9]+ "' [0-9]* | \.' [0-9]+
__[0-9]+ ' [0-9]* EXPONENT |

[79] DOUBLE “= 1 ([0-9])+ EXPONENT |

([0-9])+ EXPONENT

[80] INTEGER POSITIVE ™'+ INTEGER

[81]] DECIMAL POSITIVE = '+ DECIMAL

[82] DOUBLE_POSITIVE '+ DOUBLE

[83] INTEGER NEGATIVE ' INTEGER

[84] DECIMAL NEGATIVE “~'-' DECIMAL

[85] DOUBLE_NEGATIVE ' DOUBLE

[86] EXPONENT = [eE] [+-]? [0-9]+

[87]  STRING_LITERALL =™ ( (["#x27#x5CH#xA#xD]) | ECHAR )

[88]  STRING_LITERAL2 " (([MX22#X5CHXA#XD]) | ECHAR )* ™

Tokens matching the productions INTEGER, DECIMALQDBLE and




BooleanLiteral are equivalent to a typed literathathe lexical value of the token
and the corresponding datatyped:integer  , xsd:decimal
xsd:double |, xsd:boolean ).

4.2..3 Syntax for Query Variables

Query variables in SPARQL queries havéalscope; use of a given
variable name anywhere in a query identifies teesaariable. Variables are
prefixed by either "?" or "$"; the "?" or "$" is hpart of the variable name. In a
guery,$abc and?abc identify the same variable. The possible names for
variables are given in the SPARQL grammar.

Grammar rules:

[44]  Var = VARL1 | VAR2
[74]  VAR1 = '?' VARNAME
[75]  VAR2 = '$' VARNAME

__ (PN_CHARS_U [[0-9]) ( PN_CHARS_U | [0-
971 VARNAME:= 1 0300-#x036F] | [#x203F-#x2040] )*

4.2.4 Syntax for Blank Nodes

Blank nodes in graph patterns act asdistinguished variables, not as
references to specific blank nodes in the datagogireried.

Blank nodes are indicated by eitherléfoel form, such as “abc ", or
the abbreviated form{]' ". A blank node that is used in only one placenm t
guery syntax can be indicated wjth. A unique blank node will be used to form
the triple pattern. Blank node labels are writteri aabc " for a blank node with
label "abc". The same blank node label cannot be used irdifferent basic
graph patterns in the same query.

The:p :v] construct can be used in triple patterns. It ezatblank
node label which is used as the subject of allaaet predicate-object pairs. The
created blank node can also be used in furthdetpigtterns in the subject and
object positions.

The following two forms

allocate a unique blank node label (hdsB7'") and are equivalent to writing:

_b57 :p"v'.

9] | #x00B"



This allocated blank node label can be used asubject or object of further
triple patterns. For example, as a subject:

[:p"Vv"']:q"w".
which is equivalent to the two triples:

_b57 :p"v".
_:b57 :q "w".

and as an object:
X q[:p"v'].
which is equivalent to the two triples:

X :q _:b57.
_:b57 :p"v".

Ablyeviated blank node syntax can be combined witkradbbreviations fc

common subjects and common predicates.

[ foaf:name ?name ;
foaf:mbox <mailto:alice@example.org> |

This is the same as writing the followimasic graph pattern for some
uniquely allocated blank node labeb18":

_:b18 foaf:name ?name .
_:b18 foaf:mbox <mailto:alice@example.org> .
Grammar rules:

[39] BlankNodePropertyList = '['PropertyListNotEmpty T
[69] BlankNode = BLANK_NODE_LABEL | ANON
[73] BLANK_NODE_LABEL = ' " PN_LOCAL

[94] ANON = TWS*T

4.2.5 Syntax for Triple Patterns

Triple Patterns are written as a whitespace-sepaiest of a subject, predicate
and object; there are abbreviated ways of writmmes common triple pattern
constructs.

The following examples express the same query:




PREFIX dc: <http://purl.org/dc/elements/1.1/>
SELECT ?title

WHERE { <http://example.org/book/book1> dc:titatle }
PREFIX dc: <http://purl.org/dc/elements/1.1/>

PREFIX : <http://example.org/book/>

SELECT $title

WHERE {:bookl dc:title $title }

BASE <http://example.org/book/>

PREFIX dc: <http://purl.org/dc/elements/1.1/>

SELECT $title
WHERE { <book1> dc:title ?title }
Grammar rules:

[32] TriplesSameSubject =

[33] PropertyListNotEmpty =

)*
[34] PropertyList ::= PropertyListNotEmpty?
[35] ObjectList 2= Object( ', Object)*
[37] Verb .= VarOrIRlIref |

4.2.6 Predicate-Object Lists

VarOrTerm PropertyListNotEmpty |
TriplesNode PropertyList

Verb ObjectList ( "' ( Verb ObjectList )?

Triple patterns with a common subject barwritten so that the subject is
only written once and is used for more than or@enpattern by employing the

"+ " notation.

?x foaf:name ?name ;
foaf:mbox ?mbox .

This is the same as writing the triplétgas:

?x foaf:name ?name .
?x foaf:mbox ?mbox .

4.2.7 Object Lists

If triple patterns share both subject and predjdae objects may be

separated by ",".
?x foaf:nick "Alice" , "Alice ".

is the same as writing the triple patterns:
?x foaf:nick "Alice" .

?x foaf:nick "Alice " .




Object lists can be combined with predicate-objstd:
?x foaf:name ?name ; foaf:nick "Alice" , "Adic" .
is equivalent to:
?x foaf:name ?name .
?x foaf:nick "Alice" .

?x foaf:nick "Alice " .

4.2.8 RDF Collections

RDF collections can be written in triplatterns using the syntax
"(elementl element? ...)". The form "()" is an afiive for the IRI
http://www.w3.0rg/1999/02/22-rdf-syntax-ns#nil. Wheased with collection
elements, such as (1 ?x 3 4), triple patterns hldahk nodes are allocated for the
collection. The blank node at the head of the cttb@ can be used as a subject or
object in other triple patterns. The blank nodéscaked by the collection syntax
do not occur elsewhere in the query.

(A ?x34):p"w".
is syntactic sugar for (noting that b0, b1, b2 BBdlo not occur anywhere else in
the query):
_:bO rdffirst 1;
rdfirest _:bl.
_:bl1 rdf:first ?x;
rdf:rest _:b2.
_:b2 rdf:first 3;
rdf:rest _:b3.
_:b3 rdf:first 4 ;
rdf:rest rdf:nil .
_:b0 :p "W,

RDF collections can be nested and caolwe other syntactic forms:
(1[p:al(2)).
is syntactic sugar for:

_:bO rdffirst 1;

rdf:rest _:bl.
_:bl rdf:first :b2.
b2 p q.

_:bl rdfirest :b3.

_:b3 rdf:first _:b4.

_:b4 rdffirst 2 ;

rdf:rest rdf:nil .

_:b3 rdfirest rdf:nil .
Grammar rules:
[40] Collection .= '( GraphNode+ ")’
[92] NIL n= (WS

4.2.9 rdf:type




The keyword "a" can be used as a predicate ipke tpiattern and is an
alternative for the IRI http://www.w3.0rg/1999/@2frdf-syntax-ns#type. This
keyword is case-sensitive.
?x a :Classl.
[a:appClass]:p "v".

is syntactic sugar for:
?x rdf:itype :Classl .
_:b0 rdf:type :appClass .
_:b0 :p "W

5 OWL Web Ontology Language

5.1. Introduction

The OWL Web Ontology Language is desigioedise by applications that
need to process the content of information instégdst presenting informatioto
humans. OWL facilitates greater machine interpiiétalof Web content than th:
supported by XML, RDF, and RDF Schema (RDF-S) lmyvjgling additional
vocabulary along with a formal semantics. OWL Haeé increasinglgxpressive
sublanguages: OWL Lite, OWL DL, and OWL Full.

OWL is intended to be used when the infttiam contained in documents
needs to be processed by applications, as oppos#diations where the content
only needs to be presented to humans. OWL candxktasexplicitlyrepresent th
meaning of terms in vocabularies and the relatipsshetween those terms. This
representation of terms and their interrelationsispcalled an ontology. OWL h
more facilities for expressing meaning and semarnhtian XML, RDF, and RDF-
S, and thus OWL goes beyond these languagesabiltsy to represent machine
interpretable content on the Web. OWL is a revisibthe DAML+OIL web
ontology language incorporating lessons learneah fitee design and application
of DAML+OIL.

TheSemantic Web is a vision for the future of the Vifretwhich informatior
is given explicit meaning, making it easier for miaes to automatically process
and integrate information available on the Web. $kenantic Web will build on
XML's ability to define customized tagging scheraesl RDF's flexible approach




to representing data. The first level above RDRiireg for the Semantic Web is
an ontology language what can formally describentbaning of terminology us
in Web documents. If machines are expected to pariseful reasoning tasks on
these documents, the language must go beyond siedsmmantics of RDF
Schema. The OWL Use Cases and Requirements Docymoetdes more details
on ontologies, motivates the need for a Web Ontolaanguage in terms of six
use cases, and formulates design goals, requireraadtobjectives for OWL.

OWL has been designed to meet this need Web Ontology Language.
OWL is part of the growing stack of W3C recommerala related to the
Semantic Web.

OWL adds more vocabulary for describinggemies and classes: among
others, relations between classes (e.g. disjoisjneardinality (e.g. "exactly
one"), equality, richer typing of properties, chaeaistics of properties (e.g.
symmetry), and enumerated classes.

5.2 The three sublanguages of OWL

OWL provides three increasingly expressiublanguages designed for use
by specific communities of implementers and users

-OWL Lite

supports those users primarily neediotassification hierarchy and simple
constraints. For example, while it supports cariyaonstraints, it only permits
cardinality values of O or 1. It should be simglkeprovide tool support for OWL
Lite than its more expressive relatives, and OWie lprovides a quick migration
path for thesauri and other taxonomies. Owl Lisodias a lower formal
complexity than OWL DL, see the section on OWL litedhe OWL Reference
for further details.

-OWL DL

supports those users who want the maximxpnessiveness while retaining
computational completeness (all conclusions areaguieed to be computable) ¢
decidability (all computations will finish in firettime). OWL DL includes all
OWL language constructs, but they can be usedwrdgr certain resttions (for
example, while a class may be a subclass of masges$, a class cannot be an
instance of another class). OWL DL is so namedtduts correspondence with
description logicsa field of research that has studied the lodies form the




formal foundation of OWL.
-OWL Full

is meant for users who want maximum exgpvesess and the syntactic
freedom of RDF with no computational guarantees.gxample, in OWL Full a
class can be treated simultaneously as a colleofiordividuals and as an
individual in its own right. OWL Full allows an aslbgy to augment the meaning
of the pre-defined (RDF or OWL) vocabulary. It Ilikely that any reasoning
software will be able to support complete reasomamgvery feature of OWL
Full.

Each of these sublanguages is an extension damfdex predecessor, both
in what can be legally expressed and in what carabdly concluded. The
following set of relations hold. Their inverses raut.

Every legal OWL Lite ontology is a legal OWL DL ahbgy.
Every legal OWL DL ontology is a legal OWL Full ahbgy.
Every valid OWL Lite conclusion is a valid OWL Dlonclusion.
Every valid OWL DL conclusion is a valid OWL Fulboclusion.

PwbE

Ontology developers adopting OWL showdsider which sublanguage
best suits their needs. The choice between OWLArnteOWL DL depends on
the extent to which users require the more-expressinstructs provided by
OWL DL. The choice between OWL DL and OWL Full mgidepends on the
extent to which users require the meta-modelingiias of RDF Schema (e.g.
defining classes of classes, or attaching progetielasses). When using OWL
Full as compared to OWL DL, reasoning supportss lgredictable since
complete OWL Full implementations do not currerekyst.

OWL Full can be viewed as an extensioRbDF, while OWL Lite and
OWL DL can be viewed as extensions of a restrigted of RDF. Every OWL
(Lite, DL, Full) document is an RDF document, andry RDF document is an
OWL Full document, but only some RDF documents tbdla legal OWL Lite or
OWL DL document. Because of this, some care hag taken when a user wa
to migrate an RDF document to OWL. When the expreasss of OWL DL or
OWL Lite is deemed appropriate, some precautions teabe taken to ensure tt
the original RDF document complies with the addisibconstraints imposed by
OWL DL and OWL Lite. Among others, every URI thatused as a class hame
must be explicitly asserted to be of type owl:Cl@s®l similarly for properties),
every individual must be asserted to belong teastione class (even if only
owl:Thing), the URI's used for classes, properdied individuals must be
mutually disjoint. The details of these and othamstraints on OWL DL and




OWL Lite are explained in appendix E of the OWL &ence.

5.3 Language Synopsis

This section provides a quick index totladl language features for OWL
Lite, OWL DL, and OWL Full.

5.3.1 OWL Lite Synopsis

The list of OWL Lite language construggiven below.

RDF Schema (In)Equality: Property
Features: Characteristics:
equivalentClass
Class equivalentPrope « ObjectProperty
(Thing, ry - DatatypePropert
Nothing) sameAs y
rdfs:subCla differentFrom « inverseOf
ssOf AlIDifferent - TransitiveProper
rdf:Propert distinctMember ty
y S «  SymmetricPrope
rdfs:subPr rty
opertyOf FunctionalPrope
rdfs:domai rty
n InverseFunction
rdfs:range alProperty
Individual
Property Restricted Header Information:
Restrictions: Cardinality:
Ontology
Restriction minCardinality « imports
onProperty only O or 1)
allvValuesF maxCardinality
rom only 0 or 1)
someValue cardinality(only
sFrom Oor1l)




Class Versioning:

Intersection:

intersection
f

versioninfo
priorVersion
backwardComp
atibleWith
incompatibleWit
h

Annotation
Properties:

rdfs:label
rdfs:comment
rdfs:seeAlso
rdfs:isDefinedBy

AnnotationPrope
Datatypes
P DeprecatedClas rty
xsd S - OntologyPropert
datatypes - DeprecatedPro y

perty

5.3.2 OWL DL and Full Synopsis

The list of OWL DL and OWL Full languagertstructs that are in addition
to or expand those of OWL Lite is given below.

Class Axioms: Boolean Combinations of Class

Expressions:
oneOf, dataRange

disjointWith unionOf
equivalentClass complementOf
(applied to class intersectionOf

expressions)
rdfs:subClassOf
(applied to class
expressions)

Arbitrary Cardinality: Filler Information:

minCardinality
maxCardinality
cardinality

hasValue




5.4. Language Description of OWL Lite

This section provides an informal descoptof the OWL Lite language
features
OWL Lite uses only some of the OWL language feataned has more limitations
on the use of the features than OWL DL or OWL Hadir example, in OWL Lite
classes can only be defined in terms of named slasses (superclasses cannc
arbitrary expressions), and only certain kindslaég restrictions can be used.
Equivalence between classes and subclass relafpsrsttween classes are also
only allowed between named classes, and not betarbénary class expressions.
Similarly, restrictions in OWL Lite use only nameldsses. OWL Lite also has a
limited notion of cardinality - the only cardinadis allowed to be explicitly stated
are O or 1.

5.4.1 OWL Lite RDF Schema Features

The following OWL Lite features relatelRDF Schema are included.
Class: A class defines a group of individuals that bgltmgether because they
share some properties. For example, Deborah ami Bre both members of the
class Person. Classes can be organized in a spatal hierarchy using
subClassQfThere is a built-in most general class namedd that is the class of
all individuals and is a superclass of all OWL sks There is also a built-in most
specific class named Nothing that is the classtihatno instances and a subclass
of all OWL classes.

rdfs.subClassOf: Class hierarchies may be created by making omeooe
statements that a class is a subclass of anot&s. ¢tor example, the class Pet
could be stated to be a subclass of the class Markn@an this a reasoner can
deduce that if an individual is a Person, thes @lso a Mammal.

rdf: Property: Properties can be used to state relationshipseeaet
individuals or from individuals to data values. Bxaes of properties include
hasChild, hasRelative, hasSibling, and hasAge fifsiethree can be used to rel
an instance of a class Person to another instdribe olass Person (and are thus
occurences of ObjectProperty), and the last (haséae be used to relate an
instance of the class Person to an instance afategype Integer (and is thus an
occurence of DatatypeProperty). Both owl:Objecterppand
owl:DatatypeProperty are subclasses of the RDIs ct#fsProperty.
rdfs: subPropertyOf: Property hierarchies may be created by makingoone
more statements that a property is a subproperyefor more other properties.
For example, hasSibling may be stated to be a spbply of hasRelative. From
this a reasoner can deduce that if an individuedleted to another by the
hasSibling property, then it is also related todtieer by the hasRelative property.
rdfs:domain: A domain of a property limits the individualswdich the




property can be applied. If a property relatesmaividual to another individual,
and the property has a class as one of its donthes the individual must belong
to the class. For example, the property hasChild Iogastated to have the domain
of Mammal. From this a reasoner can deduce thatiik hasChild Anna, then
Frank must be a Mammal. Note thdfs:domainis called aglobal restriction sinc
the restriction is stated on the property and ast pn the property when it is
associated with a particular class. See the digmubglow on property restrictio
for more information.

rdfs:range: The range of a property limits the individualattthe property
may have as its value. If a property relates aividdal to another individual, and
the property has a class as its range, then tlee mithividual must belong to the
range class. For example, the propédgChild may be stated to have the rancg
Mammal. From this a reasoner can deduce that ifdeois related to Deborah by
the hasChild property, (i.e., Deborah is the chfltlouise), then Deborah is a
Mammal. Range is also a global restriction as ima@a above. Again, see the
discussion below on local restrictions (e.g. AllWaFrom) for more information.

Individual: Individuals are instances of classes, and prigzentay be used
to relate one individual to another. For exampteinaividual named Deborah
may be described as an instance of the class Pansbtine property hasEmployer
may be used to relate the individual Deborah taridaszidual StanfordUniversity.

5.4.2 OWL Lite Equality and Inequality

The following OWL Lite features are r@dtto equality or inequality.

eguivalentClass: Two classes may be stated to be equivalent. Gégnv
classes have the same instances. Equality carebdgasreate synonyma
classes. For example, Car can be stated embealentClass$o
Automobile. From this a reasoner can deduce thatratividual that is an
instance of Car is also an instance of Automobilg dce versa.

eguivalentProperty: Two properties may be stated to be equivalent.
Equivalent properties relate one individual to $hene set of other
individuals. Equality may be used to create synomysrproperties. For
example, hasLeader may be stated to bedouevalentPropertyo hasHeac
From this a reasoner can deduce that if X is rdlader by the property
hasLeader, X is also related to Y by the propeasHead and vice versa
reasoner can also deduce that hasLeader is a pabfyrof hasHead and
hasHead is a subProperty of hasLeader.

sameAs: Two individuals may be stated to be the sames@&lenstructs
may be used to create a number of different nahsg¢fer to the same
individual. For example, the individual Deborah niegystated to be the
same individual as DeborahMcGuinness.




differentFrom: An individual may be stated to be different frother
individuals. For example, the individual Frank nimeystéed to be differen
from the individuals Deborah and Jim. Thus, if idividuals Frank and
Deborah are both values for a property that iedtad be functional (thus
the property has at most one value), then thesecatradiction. Explicitly
stating that individuals are different can be imgot in when using
languages such as OWL (and RDF) that do not asthehéndividuals
have one and only one name. For example, with ddiadal information,
a reasoner will not deduce that Frank and Debatr to distinct
individuals.

AllDifferent: A number of individuals may be stated to be milyudistinct

in one AllDifferent statement. For example, Frabkborah, and Jim could
be stéed to be mutually distinct using the AllDiffererdnstruct. Unlike th
differentFrom statement above, this would also e&ohat Jim and
Deborah are distinct (not just that Frank is didtinom Deborah and Frat

is distinct from Jim). The AlIDifferent construc particularly useful when
there are sets of distinct objects and when maosleler interested in
enforcing the unigue names assumption within tlsese of objects. It is
used in conjunction witkistinctMemberdo state that all members of a list
are distinct and pairwise disjoint.

5.4.3 OWL Lite Property Characteristics

There are special identifiers in OWL Liibat are used to provide

information concerning properties and their valddg distinction between
ObjectProperty and DatatypeProperty is mentionedaln the property
description.

inverseOf: One property may be stated to be the inverseather

property. If the property P1 is stated to be thesise of the property P2,
then if X is related to Y by the P2 property, thérs related to X by the P
property. For example, if hasChild is the inversbasParent and Deborah
hasParent Louise, then a reasoner can deducedbeelhasChild
Deborah.

TransitiveProperty: Properties may be stated to be transitive. Ifcgerty

is transitive, then if the pair (x,y) is an instaraf the transitive property P,
and the pair (y,z) is an instance of P, then the(pa) is also an instance
of P. For example, if ancestor is stated to besttame, and if Sara is an
ancestor of Louise (i.e., (Sara,Louise) is an ms#eof the property
ancestor) and Louise is an ancestor of Deborah ((Leuise,Deborah) is ¢
instance of the property ancestor), then a reastarededuce that Sara is
an ancestor of Deborah (i.e., (Sara,Deborah) issiance of the property




ancestor).

OWL Lite (and OWL DL) impose the side condition th@@ansitive
properties (and their superproperties) cannot bavexCardinality 1
restriction. Without this side-condition, OWL Ligsnd OWL DL would
become undecidable languages. See the propertyaaotion of th©WL
Semantics and Abstract Syntdacument for more information.

SymmetricProperty: Properties may be stated to be symmetric. If a
property is symmetric, then if the pair (x,y) isiagtance of the symmetric
property P, then the pair (y,x) is also an instasfde. For example, friend
may be stated to be a symmetric property. Themsoreer that is given th
Frank is a friend of Deborah can deduce that Ddbisra friend of Frank.

FunctionalProperty : Properties may be stated to have a unique vHlae.
property is a FunctionalProperty, then it has neertban one value for
each individual (it may have no values for an indlinal). This
characteristic has been referred to as havingguerproperty.
FunctionalProperty is shorthand for stating thatghoperty's minimum
cardinality is zero and its maximum cardinalitylis~or example,
hasPrimaryEmployer may be stated to be a Funci#ooperty. From this a
reasoner may deduce that no individual may have i@m one primary
employer. This does not imply that every Persontrase at least one
primary employer however.

| nverseFunctional Property: Properties may be stated to be inverse
functional. If a property is inverse functional thihe inverse of the
property is functional. Thus the inverse of thepamdy has at most one
value for each individual. This characteristic hiso been referred to as an
unambiguous property. For example, hasUSSocial§gumber (a
unique identifier for United States residents) rhaystated to be inverse
functional (or unambiguous). The inverse of thisgarty (which may be
referred to as isTheSocialSecurityNumberFor) hasast one value for
any individual in the class of social security narsh Thus any one
person's social security number is the only vatuetfeir
isTheSocialSecurityNumberFor property. From thisasoner can deduce
that no two different individual instances of Peré@ave the identical US
Social Security Number. Also, a reasoner can dethatdf two instances
of Person have the same social security number,those two instances
refer to the same individual.

5.4.4 OWL Lite Property Restrictions

OWL Lite allows restrictions to be placed on howmerties can be used
instances of a class. These type (and the cargimastrictions in the next




element indicates the restricted property. Theowalhg two restrictions limit
which values can be used while the next secti@ssictions limit how many
values can be used.

allValuesFrom: The restriction allValuesFrom is stated on a propwith
respect to a class. It means that this propertyisrparticular class has a local
range restriction associdtvith it. Thus if an instance of the class is tatbby the
property to a second individual, then the secoddidual can be inferred to be
instance of the local range restriction class.dx@mple, the class Person may
have a property called hasDaughter restricted ve h#iValuesFrom the class
Woman. This means that if an individual person keus related by the property
hasDaughter to the individual Deborah, then froim éhreasoner can deduce that
Deborah is an instance of the class Woman. Thisetsn allows the property
hasDaughter to be used with other classes, suitteasass Cat, and have an
appropriate value restriction associated with the of the property on that class.
In this case, hasDaughter would have the localeaaestriction of Cat when
associated with the class Cat and would have te& fange restriction Person
when associated with the class Person. Note tlegisoner can not deduce from
an allValuesFrom restriction alone that there dbtusiat least one value for the

property.

someValuesFrom: The restrictiorsomeValuesFrons stated on a property with
respect to a class. A particular class may haestaiction on a property that at
least one value for that property is of a certgpet For example, the class
SemanticWebPaper may haveaneValuesFromestriction on the hasKeyword
property that states that somaue for the hasKeyword property should be an
instance of the class SemanticWebTopic. This allimwvshe option of having
multiple keywords and as long as one or more imstiance of the class
SemanticWebTopic, then the paper would be congist#h thesomeValuesFrom
restriction. UnlikeallValuesFrom someValuesFrordoes notestrict all the value
of the property to be instances of the same class/Paper is an instance of the
SemanticWebPaper class, then myPaper is relatdtelmasKeywordoroperty to
at least one instance of the SemanticWebTopic.dNste that a reasoner can not
deduce (as it could withllValuesFromrestrictions) that alWalues of hasKeywor
are instances of the SemanticWebTopic class

5.4.5 OWL Lite Restricted Cardinality

OWL Lite includes a limited form of candility restrictions. OWL (and
OWL Lite) cardinality restrictions are referredas local restrictions, since they
are stated on properties with respect to a paatiatiass. That is, the restrictions
constrain the cardinality of that property on imstas of that class. OWL Lite
cardinality restrictions are limited because thaly@llow statements concerning
cardinalities of value 0 or 1 (they do not alloveitnary values for cardinality, as
the case in OWL DL and OWL Full).




minCardinality: Cardinality is stated on a property with resgec

particular class. If aminCardinalityof 1 is stated on a property with respect to a
class, then any instance of that class will betedl#o at least one individual by
that property. This restriction is another way &fiag that the property is required
to have a value for all instances of the class.e@xample, the class Person would
not have any minimum cardinality restrictions sad@ a hasOffspring property
since not all persons have offspring. The claseiahowever would have a
minimum cardinality of 1 on the hasOffspring prdyelf a reasoner knows that
Louise is a Person, then nothing can be deduced abminimum cardinality for
her hasOffspring property. Once it is discoveret touise is an instance of
Parent, then a reasoner can deduce that Louistated to at least one individual
by the hasOffspring property. From this informatalaone, a reasoner can not
deduce any maximum number of offspring for indiatimstances of the class
parent. In OWL Lite the only minimum cardinalitiabowed are 0 or 1. A
minimum cardinality of zero on a property just st&afin the absence of any more
specific information) that the property is optiomath respect to a class. For
example, the property hasOffspring may have a mimnsardinality of zero on
the class Person (while it is stated to have theerapecific information of
minimum cardinality of one on the class Parent).

maxCardinality: Cardinality is stated on a property with resgec
particular class. If maxCardinalityof 1 is stated on a property with respect to a
class, then any instance of that class will betedl#o at most one individual by
that property. A maxCardinality 1 restriction isvs&times called a functional or
unique property. For example, the property hasRemgidVotingState on the class
UnitedStatesCitizens may have a maximum cardinafitgne (because people are
only allowed to vote in only one state). From thiseasoner can deduce that
individual instances of the class USCitizens matytsorelated to two or more
distinct individuals through the hasRegistered\Vig8tate property. From a
maximum cardinality one restriction alone, a re@saan not deduce a minimum
cardinality of 1. It may be useful to state thatam classes have no values for a
particular property. For example, instances ofdlass UnmarriedPerson should
not be related to anpndividuals by the property hasSpouse. This sibnat
represented by a maximum cardinality of zero oreSpouse property on the
class UnmarriedPerson.

cardinality: Cardinality is provided as a convenience whes utseful to
state that a property on a class has batiCardinalityO andmaxCardinalityO or
bothminCardinalityl andmaxCardinalityl. For example, the class Person has
exactly one value for the property hasBirthMoth&nm this a reasoner can
deduce that no two distinct individual instanceshef class Mother may be values
for the hasBirthMother property of the same person.




5.4.6 OWL Lite Class Intersection
OWL Lite contains an intersection couastor but limits its usage.

intersectionOf: OWL Lite allows intersections of named classed an
restrictions. Foexample, the class EmployedPerson can be desaghtt
intersectionOfPerson and EmployedThings (which could be defased
things that have a minimum cardinality of 1 on biasEmployer property).
From this a reasoner may deduce that any parti€intgroyedPerson has
least one employer.

5.4.7 OWL Lite Header Information

OWL Lite supports notions of ontologglmsion and relationships and
attaching information to ontologies. See the OWIifeRence for details and the
OWL Guide for examples.

5.4.8 OWL Lite Annotation Properties

OWL Lite allows annotations on classespprties, individuals and
ontology headers. The use of these annotationgjed to certain restrictions.
See the section on Annotations in the OWL Referénicdetails.

5.4.9 OWL Lite Versioning

RDF already has a small vocabulary focdbsg versioning information.
OWL significantly extends this vocabulary. See @&/L Reference for further
details.

5.5. Incremental Language Description@i/L DL and OWL Ful

Both OWL DL and OWL Full use the sameatmalary although OWL DL
is subject to some restrictions. Roughly, OWL Dguies type separation (a cl.
can not also be an individual or property, a propean not also be an individual
or class). This implies that restrictions cannotapplied to the language elements




of OWL itself (something that is allowed in OWL BuFurthermore, OWL DL
requires that properties are either ObjectProedidDatatypeProperties:
DatatypeProerties are relations between instances of claggeRBF literals ani
XML Schema datatypes, while ObjectProperties dadgioms between instances
two classes. The OWL Semantics and Abstract Syshdawment explains the
distinctions and limitations. We describe the OWL &hd OWL Full vocabulary
that extends the constructions of OWL Lite below.

oneOf: (enumerated classes): Classes can be describatlinyeration of
the individuals that make up the class. The membiettse class are exac
the set of enumerated individuals; no more, na leEssexample, the class
of daysOfTheWeek can be described by simply enumerthe individual
Sunday, Monday, Tuesday, Wednesday, Thursday,\;r&kturday. From
this a reasoner can deduce the maximum cardinalitgf(@ny property ths
has daysOfTheWeek as its allValuesFrom restriction.

hasValue: (property values): A property can be requiretidwe a certain
individual as a value (also sometimes referredstpraperty values). For
example, instances of the class of dutchCitizensbeacharacterized as
those people that have theNetherlands as a valileioihationality. (The
nationality value, theNetherlands, is an instarfd@e class of
Nationalities).

- digointWith: Classes may be stated to be disjoint from eduoéroFor
example, Man and Woman can be stated to be digjl@gses. From this
disjointWith statement, a reasoner can deduce @nsistency when an
individual is stated to be an instance of both sindlarly a reasoner can
deduce that if A is an instance of Man, then Aasan instance of Woma

unionOf, complementOf, intersectionOf (Boolean combinations): OWL
DL and OWL Full allow arbitrary Boolean combinatgaf classes and
restrictions: unionOf, complementOf, and intersaodf. For example,
using unionOf, we can state that a class conthings that are either
USCitizens or DutchCitizens. Using complementOf,asald state that
children arenot SeniorCitizens. (i.e. the class Children is a fagscof the
complement of SeniorCitizens). Citizenship of thedpean Union could
be described as the union of the citizenship ofn@inber states.

minCardinality, maxCardinality, cardinality (full cardinality): While in
OWL Lite, cardinalities are restricted to at leastmost or exactly 1 or 0,
full OWL allows cardinality statements for arbityaron-negative integers.
For example the class of DINKs ("Dual Income, Na¥) would restrict
the cardinality of the property hasincome to a munin cardinality of two
(while the property hasChild would have to be ret#d to cardinality 0).




complex classes : In many constructs, OWL Lite restricts the synta single
class names (e.g. in subClassOf or equivalentClatatements). OWL Ft
extendsthis restriction to allow arbitrarily complex cladsscriptions, consistil
of enumerated classes, property restrictions, aadlddn combinations. Als
OWL Full allows classes to be used as instances QWL DL and OWL Lite d
not). For more on this pic, see the "Design for Use" section of the G
document.



