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Big data 5'V

Big data is a term for data sets that are so large
or complex that traditional data processing
application software is inadequate to deal with

them (wikipedia)
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Big data technology stack

Big Data Big Data Big Data Big Data
Management Platforms Analytics Utilization
Data Hadoop Data Domain
Centers Ecosystem Science Expertise
laaS Efficiency Machine Reporting &
Cloud Trust Learning Dashboards
o Virtualization Workload Analysis Alerting &
o Network Governance Integration Recommendat
Y Compute Tools Query ions
Storage Platform Performance Business
DBMS Programming Transform Intelligence
NoSQL Parallel Warehousing Text Analysis
and Search
Data
Ingestion Transform Asking the
Scalable Data And question to right
Storage Processing algorithm question
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Scalable data management

« Scalability

« Able to manage incresingly big volume of data

 Accessibility

 Able to maintain efficiciency in reading and writing data (I/O)
into data storage systems

* Transparency

* |n distributed environment, users should be able to access
data over the network as easily as if the data were stored
locally.

« Users should not have to know the physical location of data to
access it.

 Availability
* Fault tolerance

« The number of users, system failures, or other consequences
of distribution shouldn’t compromise the availability.
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Data |/O landscape
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Scalable data ingestion and processing

« Data ingestion

» Data from different complementing information systems is to be
combined to gain a more comprehensive basis to satisfy the
need

» How to ingest data efficiently from various, distributed
heterogeneous sources?

» Different data formats
» Different data models and schemas
» Security and privacy

« Data processing
* How to process massive volume of data in a timely fashion?
» How to process massive stream of data in a real-time fashion?

» Traditional parallel, distributed processing (OpenMP, MPI)
» Big learning curve
» Scalability is limited
» Fault tolerence is hard to achive
» Expensive, high performance computing infrastructure
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Scalable analytic algorithms

» Challenges
* Big volume
* Big dimensionality
» Realtime processing

« Scaling-up Machine Learning algorithms

» Adapting the algorithm to handle Big Data in a single machine.
« Eg. Sub-sampling
» Eg. Principal component analysis
» Eg. feature extraction and feature selection
« Scaling-up algorithms by parallelism
* Eg. k-nn classification based on MapReduce

» Eg. scaling-up support vector machines (SVM) by a divide and-
conquer approach

* Novel realtime processing architecture
* Eg. Mini-batch in Spark streaming
« Eg. Complex event processing in Apache Flink
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Eg. Curse of dimensionality

* The required number of samples (to achieve the same

accuracy) grows exponentionally with the number of
variables!

* |n practice: number of training examples is fixed!

=> the classifier’s performance usually will degrade for a large
number of features!

In fact, after a certain point, increasing
the dimensionality of the problem by
adding new features would actually
degrade the performance of classifier.

Classifier performance

o t+——T———T7T T
0 ' Dimensionality (number of features)

Optimal number of features
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Utilization and interpretability of big data

 Domain expertise to findout
problems and interprete analytics .
results "

» Scalable visualization and
interpretability of million data points

« to facilitate their interpretability and
understanding
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How was Facebook users’ data misused?

Privacy and security

0. $5,000,000,000

Unprecedented penalty

New privacy structure
at Facebook

New tools for FTC
to monitor Facebook

Source: Feanet Trade Commanen | F1C gov

B Somewhat concerned

Facebook Users' Privacy Concerns

B Very concerned

Your personal information being sold to

{+)
and used by other companies and organizations 55% 25%
Invasion of privacy 43% 31%
Internet viruses 36% 30%

Unsolicited messages or ads, sent through
spam email or appearing on your Facebook page,
usually sent to try to sell you something

Being attacked or shamed by others
for things you say or do on Facebook

33% 32%

15% 13%

Spending too much time on Facebook 13% 17%

Getting upset or feeling bad about yourself

0,
because of things you see others post 9%

11%

In 2014 a Facebook
quiz invited users to
find out their
personality type

The app collected the
data of those taking
the quiz, but also
recorded the public
data of their friends

gathered information
on up to 87 million
people, according to
Facebook

It is claimed at least
some of the data was
sold to Cambridge
Analytica (CA) which
used it to
psychologically profile
voters in the US

CA denies it broke any
laws and says it did

not use the data in the
US presidential election

Facebook sends notices
to users telling them
whether their data was
breached

CA denies any wrongdoing. Facebook has apologised to users and

0

Published on MarketingCharts.com in April 2018 | Data Source: Gallup
Based on telephone interviews consuted April 2-8, 2018 among 1,509 US adults ages 18 and older, of whom 785 are Facebook users.

a°

10% 20% 30% 40% 50% 60% 70%

says a "breach of trust" has occurred.

The remaininag respondents answered "Not too concerned” or "Not concerned at all.”
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Big

Percentage Growth

data job trends

Job Trends from Indeed.com

~hig-data -~ data-science
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70,000 -
65,000 -
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20,000 -
15,000 -
10,000 -
5,000 -
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Talent shortage in big data

Table 2. Summary Demand Statistics

DSA Framework

Category

Number of
Postings in

Projected
5-Year

Estimated
Postings for

Talent Demand-Supply gap analysis

2018

4
~78K}f’

@ Total Job Openings

~140K

@ university Talent

All

Data-Driven
Decision Makers

Functional Analysts

Data Systems
Developers

Data Analysts

Data Scientists &
Advanced Analysts

Analytics Managers

2015

2,352,681

812,099

770,441

558,326

124,325

48,347

39,143

Growth

15%

14%

17%

15%

16%

28%

15%

2020

2,716,425

922,428

901,743

641,635

143,926

61,799

44,894

T.Average_ Average
ime to Fill Annual Salary
(PEVE))
45 $80,265
48 $91,467
40 $69,162
50 $78,553
38 $69,949
46 $94,576
43 $105,909
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Big data skill set

Machine
Data Learning Data Data
Analyst Engineer  Engineer  Scientist

Programming Tools ‘ . ‘ ’

Data Visualization and ‘
Communication

Data Intuition ‘

Statistics
Data Wrangling
Machine Learning

Software Engineering

Multivariable Calculus and
Linear Algebra

Not that Somewhat Very
important important important
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How to land big data related jobs

e Learn to code
» Coursera
« Udacity
* Freecodecamp
« Codecademy

Math, Stats and machine learning
« Kaggle

Hadoop, NoSQL, Spark
Visualization and Reporting

 Tableau
 Pentahoo

Meetup & Share The Home of Data Science
& Machine Learning

Find a mentor

Kaggle helps you learn, work, and play

Internships, projects il BRI,

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Data science method

1. Formulate a question

Business
understanding

} Analytic
approach \

4. Product

2. Gather data

Feedback \

Deployment

3. Analyze data

Modeling

} preparation

v

Data
requirements

!

Data
collection

Data
understanding

A
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DeepQA: Incremental Progress in Precision and
Confidence 6/2007-11/2010

Now Playing in the

100% , o Winners Cloud
90% - ‘ ’1‘& AT ~ 11/2010
h‘&‘l v \
70% \ 10/2009 = . \\
60% Ng%
c
.g 50% \\ 8/2008 .
.g \ _/'i\ 5/2008 4
£ 40% 12007 —
\\
30% —
20% | \/\\
Baseline T —— -
10% A

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
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Cleaning big data: most time-consuming, least
enjoyable data science task

« Data preparation accounts for about 80% of the work of
data scientists

2% 5% What data scientists spend the most time doing
4%

® Building training sets: 3%
® (leaning and organizing data: 60%
® (ollecting data sets; 19%
Mining data for patterns: 9%
® Refining algorithms: 4%
® Other: 5%

1vf'ii" méqé_-ht'@pmp/wwmﬁgnbremggmﬂlumcmm TECHNOLOGY
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Cleaning big data: most time-consuming, least
enjoyable data science task

« 57% of data scientists regard cleaning and organizing
data as the least enjoyable part of their work and 19%
say this about collecting data sets.

What's the least enjoyable part of data science?

® Building training sets: 10%
® (leaning and organizing data: 57%
® (ollecting data sets: 21%
Mining data for patterns: 3%
® Refining algorithms: 4%
® Other: 5%

I
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Online courses

» https://www.coursera.org/learn/nosql-database-
systems

» https://who.rocq.inria.fr/\VVassilis.Christophides/Big/index
.htm

* https://www.coursera.org/learn/big-data-
introduction?specialization=big-data

* https://www.coursera.org/learn/big-data-integration-
processing?specialization=big-data

* https://www.coursera.org/learn/big-data-
management?specialization=big-data

* https://www.coursera.org/learn/hadoop

* https://www.coursera.org/learn/scala-spark-big-data

. =n' SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Hadoop ecosystem
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We need a system that scales

* Traditional tools are overwhelmed
« Slow disks, unreliable machines, parallelism is not easy

« 3 challenges
* Reliable storage
« Powerful data processing
« Efficient visualization




What is Apache Hadoop?

« Scalable and economical data storage and
processing

« The Apache Hadoop software library is a framework that
allows for the distributed processing of large data sets
across clusters of computers using simple programming
models. It is designed to scale out from single servers to
thousands of machines, each offering local computation and
storage. Rather than rely on hardware to deliver high-
availability, the library itself is designed to detect and handle
failures at the application layer, so delivering a highly-
available service on top of a cluster of computers, each of
which may be prone to failures (commodity hardware).

« Heavily inspired by Google data architecture

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Hadoop main components

« Storage: Hadoop distributed file system
(HDFS)

* Processing: MapReduce framework

« System utilities:
« Hadoop Common: The common utilities that
support the other Hadoop modules.

« Hadoop YARN: A framework for job scheduling and
cluster resource management.

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY T




Scalabllity

» Distributed by design

« Hadoop can run on cluster

* Individual servers within a cluster are called
nodes
« each node may both store and process data

» Scale out by adding more nodes to increase
scalability
« Up to several thousand nodes

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY

27



Fault tolerance

 Cluster of commodity servers
« Hardware failure is the norm rather than the exception
 Built with redundancy

* File loaded into HDFS are replicated across nodes in

the cluster
« If a node failed, its data is re-replicated using one of the

copies
» Data processing jobs are broken into individual tasks
« Each task takes a small amount of data as input

« Parallel tasks execution
 Failed tasks also get rescheduled elsewhere

* Routine failures are handled automatically without any
loss of data

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY



Hadoop distributed file system

* Provides inexpensive and reliable storage for massive
amounts of data

» Optimized for big files (100 MB to several TBs file
sizes)

 Hierarchical UNIX style file system

* (e.g., /hust/soict/hello.txt)
« UNIX style file ownership and permissions

* There are also some major deviations from UNIX

* Append only
« Write once read many times

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY 55



HDFS Architecture

 Master/slave architecture
« HDFS master: namenode HDFS Architecture

« Manage namespace and
metadata

Meta data (Name, replicas,...):
lhomeffoo/data, 3, ...

 Monitor datanode

« HDFS slave: datanode

 Handle read/write the actual
data

Replication

O [
Blocks
| Data Nodes | | Data Nodes |
Ra!:k1 Rack 2

= *
—

=

=

£

=Ln| o=  SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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HDFS main design principles

* |/O pattern

* Append only - reduce synchronization

« Data distribution
* File is splitted in big chunks (64 MB)
- reduce metadata size
- reduce network communication

« Data replication
« Each chunk is usually replicated in 3 different nodes

 Fault tolerance
« Data node: re-replication

« Name node

« Secondary namenode
* Enqury data nodes instead of complex checkpointing scheme

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Data processing: MapReduce

 MapReduce framework is the Hadoop default data
processing engine
« MapReduce is a programming model for data

processing
« itis not a language, a style of processing data created by

Google
* The beauty of MapReduce
« Simplicity
* Flexibility
« Scalability

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY >



a MR job = {Isolated Tasks}n

« MapReduce divides the workload into multiple
independent tasks and schedule them across cluster

nodes
A work performed by each task is done in isolation
from one another for scalability reasons

« The communication overhead required to keep the data on the
nodes synchronized at all times would prevent the model from

performing reliably and efficiently at large scale

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY



Data Distribution

* In a MapReduce cluster, data is usually managed by a
distributed file systems (e.g., HDFS)

 Move code to data and not data to code

Input data: A large file

Node 1 Node 3

Chunk of input data Chunk of input data

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Keys and Values

 The programmer in MapReduce has to specify two
functions, the map function and the reduce function
that implement the Mapper and the Reducer in a
MapReduce program

* In MapReduce data elements are always structured

as

key-value (i.e., (K, V)) pairs

pairs

Input Splits

Intermediate Outputs

The map and reduce functions receive and emit (K, V)

Final Outputs

35



Partitions

= A different subset of intermediate key space is
assigned to each Reducer

* These subsets are known as partitions

Different colors represent

different keys (potentially) - - - - - - - - -
from different Mappers | . = A '

Patrtitions are the input to Reducers -

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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MapReduce example

* Input: text file containing order ID, employee name,
and sale amount

e Output: sum of all sales per employee

Job Input

0 Alice 3625

1 Bok 5174 JOb OUtPUt
2 Alice 893

3 Alice 2139 Alice 12491
4 Diana 3581 > Bok 9997
5 Carlos 1039 Carlos 1431
6 Bok 4823 Diana 5385
7 Alice 5834

8 Carlos 392

9 Diana 1804

"

-{

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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* Hadoop splits job into many individual map tasks

Map phase

« Number of map tasks is determined by the amount of input data

« Each map task receives a portion of the overall job input to process
» Mappers process one input record at a time
« For each input record, they emit zero or more records as output

* |n this case, the map task simply parses the input record
« And then emits the name and price fields for each as output

» T
7
i )

SCIC

Job Input

0 Alice 3625
1 5174
2 Alice 893
3 Alice 2139
4 Diana 3581
5 Carlos 1039
6 4823
7 Alice 5834
8 Carlos 392
9 Diana 1804

Alice 3625
5174

Alice 893
Alice 2139

Diana 3581
Carlos 1039

4823
Alice 5834

Carlos 392
Diana 1804

Output
from
Map

Tasks

Map phase J

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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« Hadoop automatically sorts and merges output from all
map tasks
« This intermediate process is known as the shuffle and sort
* The result is supplied to reduce tasks

Map Task #1 Output | i 2622 rp—

T Alice 893
ice //_» ice
Map Task #2 Output illice 2?33 o illice §;§Z Input to Reduce Task #1

— ; Carlos 1039
Di 3581 }— | o carlos 392
Map Task #3 Output | c.r1os 1039 |
S — —
Map Task #4 O B 4823 L —»l Bol 5174
ap Tas wibat § s e 2 v
P P L »| Diana 3581 InPUttO Reduce Task #2
Carl 392 »| Diana 1804
arios
Map Task #5 Output | ;... 1804
S ——

Shuffle & sort
phase

% A
=n| SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Reduce phase

« Reducer input comes from the shuffle and sort process

» As with map, the reduce function receives one record at a time
» A given reducer receives all records for a given key

* For each input record, reduce can emit zero or more output records

* Our reduce function simply sums total per person
* And emits employee name (key) and total (value) as output

o Job Output
ice
Alice 893 (Output of Reduce Tasks)
Alice 2139
Input to Reduce Task #1 Alice 5834 \
Carlos 1039 Alice 12491
Carlos 392 Carlos 1431
R -
9997
5174 Diana 5385
4823 ——
Input to Reduce Task #2 Diana 3581
Diana 1804

Reduce phase

a:;"

0

£
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Data flow for the entire MapReduce job

Alice 3625
Bob 5174
Alice 893
Alice 2139
Diana 3581
Carlos 1039
Bob 4823
5834
392
1804

Py

Alice
Carlos
Diana

WoO-JonU0le&WMNDEFEO

Alice 3625

Rah
D500

5174

Alice 893
Alice 2139

Diana 3581
Carlos 1039

s

Bob 4823

\ M |

Alice 5834

Carlos 392

Yy

3625
893
2139
5834
1039
392

Alice
Alice
Alice
Alice
Carlos
Carlos

/

Alice 12491
Carlos 1431
e ——

Diana 3581
Diana 1804

Diana 1804

Bob 9997
Diana 5385

\

y
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Word Count Dataflow

The overall MapReduce word count process

Input Splitting Mapping Shuffling Reducing Final result

Bear,1 ——w» Bear, 2
Deer,1 ———w! Bear, 1
Deer Bear River ——»={ Bear, 1

River, 1
/ Car, 1
Car,1 ——» Car,3 |——» Bear,2
Deer Bear River Car, 1 Car, 1 Car, 3
Car Car River ——m CarCarRiver ——w» Car, 1 Deer, 2
Deer Car Bear River, 1 River, 2
Deer,1 ——wm Deer,2 —

Deer, 1
Deer, 1 ;
Deer CarBear ——»{ Car, 1
Bear, 1 River, 1 ——» River, 2

River, 1

A
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MapReduce - Dataflow

Pre-loaded local
input data

Intermediate data
from mappers

Values exchanged
by shuffle process

Reducing process
generates outputs

Outputs stored

locally
L:’G’ltl

Node 1

e ErRET

Mapping process

(0000

Node 2

peET RS

Mapping process

(0000

Node 3

TLLIT17

Mapping process

(0000

Node 1

s

Reducing process

-

Node 2

ol

Reducing process

==

Node 3

AR

Reducing process

-
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Map reduce life cycle

,,,?,:?:,,, Submit Job > k
M1

Assign Tasktrackers
/ Co-ordinate map and reduce phases
Ta Sk Provide Job progress info
Tracker

InputFormat R1
DF
DFS — S
split1 as
split2 Tracker ey
ll R
e ED
splits
Task Gask \
Tracker Tracker sort
DFS
read reduce()
| Output
i file 2
OutputFormat /
J ". ,Il
| f
Map Phase Reduce Phase

& :
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Hadoop ecosystem

* Many related tools integrate with Hadoop
« Data analysis
« Database integration
« Workflow management

* These are not considered ‘core Hadoop’
« Rather, they are part of the ‘Hadoop ecosystem’
* Many are also open source Apache projects

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Apache Pig

* Pig is especially good at joining and transforming data

* The Pig interpreter runs on the client machine
« Turns PiglLatin scripts into MapReduce jobs
» Submits those jobs to the cluster

people
orders
groups
totals
result

LOAD '/user/training/customers' AS (cust _id, name);

LOAD '/user/training/orders' AS (ord id, cust id, cost);
GROUP orders BY cust id;

FOREACH groups GENERATE group, SUM(orders.cost) AS t;
JOIN totals BY group, people BY cust_id;

DUMP result;

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Apache Hive

« Another abstraction on top of MapReduce

* Reduce development time
« HiveQL: SQL-like language

« The Hive interpreter runs on the client machine
» Turns HiveQL scripts into MapReduce jobs
» Submits those jobs to the cluster

SELECT customers.cust id, SUM(cost) AS total
FROM customers
JOIN orders
ON customers.cust id = orders.cust id
GROUP BY customers.cust id
ORDER BY total DESC;

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Apache Hbase

« HBase is a distributed column-oriented data store built on top of
HDFS

* Is considered as the Hadoop database

« Data is logically organized into tables, rows and columns
 terabytes, and even petabytes of data in a table
» Tables can have many thousands of columns

» Scales to provide very high write throughput
* Hundreds of thousands of inserts per second

 Fairly primitive when compared to RDBMS
 NoSQL : There is no high/level query language
» Use APl to scan / get / put values based on keys




Apache sqoop

« Sgoop is a tool designed for efficiently
transferring bulk data between Apache
Hadoop and structured datastores such
as relational databases.

« It can import all tables, a single table, or oo |

a portion of a table into HDFS
* Via a Map/only MapReduce job o
* Result is a directory in HDFS containing

commaldelimited text files
« Sqgoop can also export data from HDFS

back to the database Sqoop Export

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Apache Kafka

Kafka decouple data streams

Producers don’t know about
Producer Producer consumers
Flexible message consumption
PrOd UCErS Kafka broker delegates log
partition offset (location) to
Consumers (clients)
Kafka Broker Broker Broker Broker
Cluster .
\
|I Zookeeper
| ,’\\
| 7
Consumers | » 7 Offsets ™ _

7
Consumer

Zz

Consumer
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Apache Oozie

* Oozie is a workflow scheduler system to manage
Apache Hadoop jobs.

* Oozie Workflow jobs are Directed Acyclical Graphs
(DAGs) of actions.

* Oozie supports many workflow actions, including
» Executing MapReduce jobs
Running Pig or Hive scripts

Executing standard Java or shell programs
Manipulating data via HDFS commands

Running remote commands with SSH
Sending e/mail messages

SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
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Apache Zookeeper

* Apache ZooKeeper is a highly reliable
distributed coordination service
« Group membership
» Leader election
« Dynamic Configuration
 Status monitoring

* All of these kinds of services are used in some
form or another by distributed applications
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PAXOS algorithm

time
OPREPARE 5 ACCEPT-REQUEST 5, 'cat' OPREPARE 4 PREPARE 6 = =
( Acceptor ,‘a — - - —
PROMISE 5 ACCEPT 5, 'cat' PROMISE 6 accepted 5, 'cat’
*majority! consensus is 'cat™
= r wants to propose a certain value: = P gets majority of PROMISE messages for a specific IDp:
It sends PREPARE IDp to a majority (or all) of Acceptors. It sends ACCEPT-REQUEST |Dp, VALUE to a majority (or all) of Acceptors.
IDp must be unique, e.g. slotted timestamp in nanoseconds. Has it got any already accepted value from promises?
e.qg.! ser 1 chooses IDs 1,3, 5.. Yes - > |t picks the value with the highest IDa that it got.
‘ 2 chooses IDs 2, 4, 6..., etc. No -> It picks any value it wants.
Timeout? retry with a new (higher) IDp. © Acceptor receives an ACCEPT-REQUEST message for IDp, value:
© Acceptor receives a PREPARE message for IDp: Did it promise to ignore requests with this IDp?
Did it promise to ignore requests with this IDp? Yes -> then ignore
Yes -> then ignore No -> Reply with ACCEPT IDp, value. Also send it to all Learners.
No -> Will promise to ignore any request lower than IDp. a If a majority of acceptors accept IDp, value, consensus is reached.
Has it ever accepted anything? (assume accepted ID=IDa) Consensus is and will always be on value (not necessarily IDp).

Yes ->Reply with PROMISE IDp accepted IDa, value. or Learner get ACCEPT messages for IDp, value:

=
No -> Reply with PROMISE Dp. Ifa | roposer/learner gets majority of accept for a specific ID
“ If a majority of acceptors promise, no ID<IDp can make it through. a theypkn?)w that conse?lsus hai bezn reach:d on vaI:e (not 5%)

https://www.youtube.com/watch?v=d7nAGI NZPk
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https://www.youtube.com/watch?v=d7nAGI_NZPk

YARN — Yet Another Resource Negotiator

* Nodes have "resources"” — memory and CPU cores —
which are allocated to application when requested

* Moving beyond Map Reduce

MR and non-MR running on the same cluster

« Most jobtracker functions moved to application masters
HADOOP 1.0 HADOOP 2.0

|
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YARN execution

Node
Manager
Client Application
Master

I ]
————— 1— . — e — — I
— I | .
: : i
L T —
M |
Resource ) r_:— anager I
Manager
== s
—
I
[
Client !
|
|
Job Submission —_— |
Node Status —_—
Resource Request —_——
MapReduce Status = — —»
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Big data platform: Hadoop ecosystem

w
, B 11
Ry ; U
s m 2l p ‘0
& oT+) — 15
O § = g 18
O w P op S o €9 (]
0 V= £ O ¢ c = S | l@
T © ‘N < - < = o= o O v
v o 0 o oo = O 5 O % 20 S
0= a 3 S = e A L & s
S ' g £
. @ YARN Map Reducev2 || § £
S g = Distributed Processing Framework ':E S
D (T
U = Q c ;
ES|| €S| HDFS @
é §° Iel S Hadoop Distributed File System

A

- e SCHOOL OF INFORMATION AND COMMUNICATION TECHNOLOGY
SCIC o0



Big data management

42% | Clustrix

cassandra Couchbase
amazon = E?‘_f—‘-f‘?_
DynamoDB HBHSE :’c__ ft MarkLOgIC
\ ] ORACLE
@ﬂ?ﬂnﬂ .mongoDB NUODR DR'%SB%LSE
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