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What is Machine Learning?
• Machine Learning (ML) is an active subfield of Artificial 

Intelligence.
• ML seeks to answer the question [Mitchell, 2006]

¨ How can we build computer systems that automatically improve 
with experience, and what are the fundamental laws that govern all 
learning processes?

• Some other views on ML:
¨ Build systems that automatically improve their performance [Simon, 

1983].
¨ Program computers to optimize a performance objective at some 

task, based on data and past experience [Alpaydin, 2020]
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A learning machine

• We say that a machine learns if the system reliably improves its 
performance P at task T, following experience E.

• A learning problem can be described as a triple (P, T, E).
• ML is close to and intersects with many areas.

¨ Computer Science,
¨ Statistics, Probability,
¨ Optimization, 
¨ Psychology, Neuroscience,
¨ Computer Vision,
¨ Economics, Biology, Bioinformatics, …
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Some real examples (1)

• Spam filtering for emails
¨ T: filter/predict all emails that are spam.
¨ P: the accuracy of prediction, that is the 

percentage of emails that are correctly 
classified into normal/spam.

¨ E: set of old emails, each with a label of 
spam/normal. 
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Some real examples (2)

• Image tagging
¨ T: give some words that describe the 

meaning of a picture.
¨ P: ?
¨ E: set of pictures, each has been labelled 

with a set of words. 

7



What does a machine learn?

• A mapping (function): 
𝑦∗: 𝑥 ⟼ 𝑦

¨ x: observations (data), past experience
¨ y: prediction, new knowledge, new experience,…
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Where does a machine learn from?

• Learn from a set of training examples (training set, tập học, tập 
huấn luyện) {x1, x2, …, xN, y1, y2,…, yM}

¨ xi is an observation (quan sát, mẫu, điểm dữ liệu) of x in the past.
¨ yj is an observation of y in the past, often called label (nhãn) or 

response (phản hồi) or output (đầu ra).

• After learning:
¨ We obtain a model, new knowledge, or new experience (f).
¨ We can use that model/function to do prediction or inference for 

future observations, e.g.,
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Two basic learning problems

• There is an unknown function 𝑦∗ that maps each x to a number 
𝑦∗(𝑥)

¨ In practice, we can collect some pairs: (xi, yi), where 𝑦! = 𝑦∗ 𝑥!
• Supervised learning (học có giám sát): find the true function 
𝑦∗ from a given training set {x1, x2, …, xN, y1, y2,…, yN}. 

¨ Classification (categorization, phân loại, phân lớp): if y only 
belongs to a discrete set, for example {spam, normal}

¨ Regression (hồi quy): if y is a real number 
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Supervised learning: Regression

• Prediction of stock indices
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Supervised learning: classification

• Multiclass classification (phân loại nhiều lớp): when the 
output y  is one of the pre-defined labels {c1, c2, …, cL}
(mỗi đầu ra chỉ thuộc 1 lớp, mỗi quan sát x chỉ có 1 nhãn)

¨ Spam filtering: y in {spam, normal}

¨ Financial risk estimation: y in {high, normal, no}

¨ Discovery of network attacks: ?

• Multilabel classification (phân loại đa nhãn): 
when the output y  is a subset of labels
(mỗi đầu ra là một tập nhỏ các lớp; 
mỗi quan sát x có thể có nhiều nhãn)

¨ Image tagging: y = {birds, nest, tree} 

¨ sentiment analysis
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Two basic learning problems

• Unsupervised learning (học không giám sát): find the true 
function 𝑦∗ from a given training set {x1, x2, …, xN}.

¨ 𝑦∗ can be a data cluster
¨ 𝑦∗ can be a hidden structure
¨ 𝑦∗ can be a trend, …

• Other learning problems: 
¨ semi-supervised learning, 
¨ reinforcement learning, 
¨ …
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Unsupervised learning: examples (1)

• Clustering data into clusters
¨ Discover the data groups/clusters

• Community detection
¨ Detect communities in online social networks
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challenging problem than classification. There is a growing interest
in a hybrid setting, called semi-supervised learning (Chapelle et al.,
2006); in semi-supervised classification, the labels of only a small
portion of the training data set are available. The unlabeled data,
instead of being discarded, are also used in the learning process.
In semi-supervised clustering, instead of specifying the class labels,
pair-wise constraints are specified, which is a weaker way of
encoding the prior knowledge. A pair-wise must-link constraint
corresponds to the requirement that two objects should be as-
signed the same cluster label, whereas the cluster labels of two ob-
jects participating in a cannot-link constraint should be different.
Constraints can be particularly beneficial in data clustering (Lange
et al., 2005; Basu et al., 2008), where precise definitions of under-
lying clusters are absent. In the search for good models, one would
like to include all the available information, no matter whether it is
unlabeled data, data with constraints, or labeled data. Fig. 1 illus-
trates this spectrum of different types of learning problems of
interest in pattern recognition and machine learning.

2. Data clustering

The goal of data clustering, also known as cluster analysis, is to
discover the natural grouping(s) of a set of patterns, points, or ob-
jects. Webster (Merriam-Webster Online Dictionary, 2008) defines
cluster analysis as ‘‘a statistical classification technique for discov-
ering whether the individuals of a population fall into different
groups by making quantitative comparisons of multiple character-

istics.” An example of clustering is shown in Fig. 2. The objective is
to develop an automatic algorithm that will discover the natural
groupings (Fig. 2b) in the unlabeled data (Fig. 2a).

An operational definition of clustering can be stated as fol-
lows: Given a representation of n objects, find K groups based
on a measure of similarity such that the similarities between ob-
jects in the same group are high while the similarities between
objects in different groups are low. But, what is the notion of
similarity? What is the definition of a cluster? Fig. 2 shows that
clusters can differ in terms of their shape, size, and density. The
presence of noise in the data makes the detection of the clusters
even more difficult. An ideal cluster can be defined as a set of
points that is compact and isolated. In reality, a cluster is a sub-
jective entity that is in the eye of the beholder and whose signif-
icance and interpretation requires domain knowledge. But, while
humans are excellent cluster seekers in two and possibly three
dimensions, we need automatic algorithms for high-dimensional
data. It is this challenge along with the unknown number of clus-
ters for the given data that has resulted in thousands of cluster-
ing algorithms that have been published and that continue to
appear.

2.1. Why clustering?

Cluster analysis is prevalent in any discipline that involves anal-
ysis of multivariate data. A search via Google Scholar (2009) found
1660 entries with the words data clustering that appeared in 2007

Fig. 1. Learning problems: dots correspond to points without any labels. Points with labels are denoted by plus signs, asterisks, and crosses. In (c), the must-link and cannot-
link constraints are denoted by solid and dashed lines, respectively (figure taken from Lange et al. (2005).

Fig. 2. Diversity of clusters. The seven clusters in (a) (denoted by seven different colors in 1(b)) differ in shape, size, and density. Although these clusters are apparent to a data
analyst, none of the available clustering algorithms can detect all these clusters.

652 A.K. Jain / Pattern Recognition Letters 31 (2010) 651–666



Unsupervised learning: examples (2)

• Trends detection
¨ Discover the trends, demands, future needs 

of online users
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Design a learning system (1)
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• Some issues should be carefully considered when designing a 
learning system.

• Determine the type of the 
function to be learned
(Xác định dạng bài toán học)

¨ 𝑦∗: 	𝑋	 → 	 {0,1}
¨ 𝑦∗: X → set of labels/tags

• Collect a training set:
¨ Do the observations have any label? 
¨ The training set plays the key role in the effectiveness of the system.
¨ The training observations should characterize the whole data space 
àgood for future predictions.



Design a learning system (2)
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• Select a representation or approximation (model) f for the 
unknown function y* (Chọn dạng hàm f để xấp xỉ hàm y* chưa biết)

¨ Linear model?
¨ A neural network?
¨ A decision tree? …

• Select a learning algorithm to find f:
¨ Ordinary least square? Ridge?

¨ Backpropagation?

¨ ID3? …
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ML: some issues (1)
• Learning algorithm

¨ Often an iterative algorithm
¨ Under what conditions the chosen algorithm will (asymtotically) 

converge?
¨ For a given application/domain and a given objective function, what 

algorithm performs best?

• No-free-lunch theorem [Wolpert and Macready, 1997]: 
if an algorithm performs well on a certain class of problems then it 
necessarily pays for that with degraded performance on the set of all 
remaining problems.

¨ No algorithm can beat another on all domains.
(không có thuật toán nào luôn hiệu quả nhất trên mọi miền ứng 
dụng)
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ML: some issues (2)
• Training data

¨ How many observations are enough for learning?
¨ Whether or not does the size of the training set affect performance 

of an ML system?
¨ What is the effect of the corrupted or noisy observations? 
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ML: some issues (3)

• Learnability:
¨ The goodness/limit of the learning algorithm?
¨ What is the generalization (tổng quát hoá) of the system?

² Predict well new observations, not only the training data.

² Avoid overfitting.
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Overfitting (quá khớp, quá khít)
• Function h is called overfitting [Mitchell, 1997] if there exists 

another function g such that:
¨ g might be worse than h for the training data, but
¨ g is better than h for future data.

• A learning algorithm is said to overfit relative to another one if it 
is more accurate in fitting known data, but less accurate in 
predicting unseen data.

• Overfitting is caused by many factors:
¨ The function/model is too complex or have too much parameters.
¨ Noises or errors are present in the training data.
¨ The training size is too small, not characterizing the whole space.

21



Overfitting
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Overfitting: example
• Increasing the size of a decision tree can degrade prediction on 

unseen data, even though increasing the accuracy for the 
training data.
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Overfitting: Regularization
• Among many functions, which one can generalize best from the 

given training data?
¨ Generalization is the main target of ML.
¨ Predict unseen data well.

• Regularization: a popular choice
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(Picture from http://towardsdatascience.com/multitask-learning-teach-your-ai-more-to-make-it-better-dde116c2cd40)
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