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Introduction

Challenge: understand complex data?

Natural Language Processing Robotfics
(Some slides were borrowed from Prof. Stefano Ermon, Stanford Univ.)



Introduction

Richard Feynman: “What | cannot create, | do not understand”

Generative model: “What | understand, | can create”



Generative model -

= How to enable a machine to generate an image”?

High-level Cube(color=blue, position=(x,y,z), size=...)
description | cylinder(color=red, position=(x’,y’,z’), size=...)
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= Many generative models have: generation + inference

Generation (sinh) Inference (suy luan)

Raw output




Generative model

= Generative models are trained from data

Data Prior knowledge
(e_g_: pictures about rooms) (about PhySiCS, ChemiStI’y, )

= Prior knowledge is often useful

Gen models

Data I o— Prior knowledge




Statistical generative model

= Statistical generative model is a probability distribution P(x)

= Data: examples/samples (e.g., pictures about rooms)

= Prior knowledge: distribution shape (e.g., Gaussian?), loss function (e.g., likelihood?),

training method, ...

Distribution
P(x)

—p  Drobability p(x)



Simulation system

Simulation system

— > Data




Building a generative system

Control signal

_

Generative
system

——> New data




Building a generative system

Control signal ——

Potential data samples ——

Generative
system

———> New data

——— Probability value




Building a generative system

Control signal ——

Potential data samples ——

Generative system

= Statistical generative model

———> New data

——— Probability value




Building a generative system

Control signal ——

Potential data samples ——

Generative system

= Statistical generative model
= Generative model

———> New data

——— Probability value




Building a generative system

Control signal —— . ——— New data

Potential data samples —— o€ ——> Probability value

MO hinh sinh
(Generative model)




Discriminative vs. generative models

Generative: generate X

Discriminative: Dinning room > < Bedroom

Given an image X.
Target: Decision boundary

Target: Joint distribution of X & Y

P(Y = Bedroom | X=

P(Y = Bedroom , X= s
E.g.: SVM, CNN, ... ( edroom




Discriminative vs. generative models

= Bayes' rule:

P(Y = Bedroom | X= a

= Discriminative model: Since Y is simple and X is given, we do not consider P(X)

= Those models may not work with cases of missing data

P(Y = Bedroom | X =




Image and caption

P(image | caption)

= Caption: lychee-inspired spherical chair

= Caption: a small hedgehog
holding a piece of watermelon

(DALLE-3)



Conditional generative model n

= We can generate samples towards a given preference or desire




Models for image: GANs

2018
lan Goodfellow, 2019



Models for image: Diffusion Models n

" Ho, J., Jain, A., & Abbeel, P. (2020).
Denoising diffusion probabilistic
models. In NeurIPS.




Text2lmage Diffusion Models

= Text:
= An astronaut riding a horse




Text2Image Diffusion Models

= Text:
= A perfect Italian meal




DALLE-3

= Text:

= A minimap diorama of
a cafe adorned with
Indoor plants. Wooden
beams crisscross
above, and a cold
brew station stands
out with tiny bottles
and glasses

amy
@

https.//openai.com/index/dall-e-3/



Some applications: Art

Generate
—)

Generative model
of realistic Images

Stroke paintings to realistic images
[Meng, He, Song, et al., ICLR 2022]

(s Generate
“Ace of Pentacles” ———> Ny —>

Generative model

of paintings Language-guided artwork creation
hitps://chainbreakers.kath.io @RiversHaveWings



https://chainbreakers.kath.io/

Some applications: Outlier detection

High P
probability
—_— \

Outlier detection in traffic signs
[Song et al., ICLR 2018]

P
—_— »
Unhealthy detection in medical images
[Nguyen et al., 2024]




Some applications: Inverse problems

P{high resolution | low resolution) P(full image | mask)

2V >

Menon et al, 2020 Liu al, 2018

P(color image | greyscale)

= Invert a generative process of a
sample




Some applications: Inverse problems

" |Input

sketch

output




Some applications: Inverse problems

Stroke Painting to Image | Stroke-based Editing "




Some applications: Inverse problems

Input Image Edited Image Input Image Edited Image
: . | /B

“A goat jumping over a cat”

“A children’s drawing of a, waterfall”

Kawar et al., 2023



Some applications: WaveNet n

= A model for speech generation

Output

Hidden
Layer

Hidden
Layer

Hidden
Layer

Input

Text to Speech

N : Parametric
o000 OOOOOOOOGEO®O %

q: Concatenative
O 00000000000 O0CO0OO0 X

WN: WaveNef
O000O000000000O0O0 )

O0000000O00O0O000O0O0O0

N: Music
000000 0COCDOOCOODODOO \

van den Oord et al, arXiv:1609.03499, 2016



Some applications: Diffusion Text2Speech H

= Diffusion model for speech

Betker, Better speech synthesis through scaling, arXiv:2305.07243, 2023



Some applications: Audio Super Resolution n

Conditional generative model P(high-res signal | low-res audio signal)

Our reconstruction of y
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Kuleshov et al., 2017



Some applications: Language generation

Custom prompt

To get an A+ in deep generative models, students have to

P(next word | previous words)

Completion

To get an A+ in deep generative models, students have to be willing to work
with problems that are a whole lot more interesting than, say, the ones that
most students work on in class. If you're a great student, the question above
can be avoided and you'll be able to do great work, but if you're not, you will
need to go beyond the basics before getting good.

Now to be clear, this advice is not just for the deep-learning crowd; it is good
advice for any student who is taking his or her first course in machine
learning.

The key point is that if you have a deep, deep brain of a computer scientist,
that's just as important to you.

Radford et al., 2019
Demo from ftalktofransformer.com



Some applications: Language generation -- ChatGPT

ban 1&n ké hoach du lich déng bang sdng cliu long trong
2 ngay nhe?

® K& hoach du lich Dong bang sdng Cifu Long trong 2 ngay cé thé bao gém nhiéu
hoat ddng thu vi va dia diém ndi bat. Dudi day 1& mdt ggi y cho lich trinh:

Ngay 1: My Tho - Bén Tre
Budi sang
1. Khdi hanh tif Sai Gon

e Xuat phat lic 6:00 sang dé tranh ket xe va tan hudng ngay dai & My
Tho.

 Thdi gian di chuyén: khoang 1,5 - 2 gid.
2. Tham quan chua Vinh Trang
* Dia chi: Ap My An, xa M§ Phong, TP. My Tho.

+
e Thdi gian tham quan: khoany 1 giG.

| will spend two days to explore Venice. What should be
a great plan?

Exploring Venice in two days requires a well-organized plan to make the most of
your time. Here's a suggested itinerary that covers the major highlights and

allows you to experience the unique charm of this beautiful city.

Day 1: Exploring the Heart of Venice

Morning
1. Piazza San Marco (St. Mark's Square)
e Start your day at the iconic St. Mark's Square.
e Visit St. Mark's Basilica and admire its stunning mosaics.
¢ Climb the Campanile (Bell Tower) for a panoramic view of Venice.
2. Doge's Palace (Palazzo Ducale®

¢ Explore the Doge’s Palace, a masterpiece of Gothic architecture.




Some applications: Code generation

import datetime

def parse_expenses(expenses_string):
"""Parse the list of expenses and return the list of triples (date, va

OpenAl Codex




Some applications: Video generation

= Create video by providing a short description

a couple sledding down a snowy hill
on a tire roman chariot style




Some applications: Video




Some applications: Imitation

= Conditional model: P(actions | past observations)

Janner et al., 2022

Liet al.,, 2017



Materials




Some applications: ...

issqrt(@a”™2+b"2)<=a+b?

&) Yes, the inequality v/a? + b2 < a + b holds for all non-negative real numbers a

and b.
Here's a proof:

Proof:

1. Start with the inequality we want to prove:

Va:+b:<a+b

= Many more
= Text to song
= Text to room design
= Text to house design
= |mage to text

= |mage to translated text, ...

La cai gi?

Pay | hinh anh clia mét hop san pham "Bioscalin NOVA Genina" véi chifc ning
la "Shampoo Fortificante Rivitalizzante," cé nghia 1& dau gdi ting cudng va phuc
hoi. S&n pham nay gilp ting cudng sic khoe cla téc va da dau, dic biét la danh

cho téc yéu. San phadm nay dudc san xuat bai cong ty Giuliani.




	Slide 1
	Slide 2: Introduction
	Slide 3: Introduction
	Slide 4: Generative model
	Slide 5: Generative model
	Slide 6: Statistical generative model
	Slide 7: Simulation system
	Slide 8: Building a generative system
	Slide 9: Building a generative system
	Slide 10: Building a generative system
	Slide 11: Building a generative system
	Slide 12: Building a generative system
	Slide 13: Discriminative vs. generative models
	Slide 14: Discriminative vs. generative models
	Slide 15: Image and caption
	Slide 16: Conditional generative model
	Slide 17: Models for image: GANs
	Slide 18: Models for image: Diffusion Models
	Slide 19: Text2Image Diffusion Models
	Slide 20: Text2Image Diffusion Models
	Slide 21: DALLE-3
	Slide 22: Some applications: Art
	Slide 23: Some applications: Outlier detection
	Slide 24: Some applications: Inverse problems
	Slide 25: Some applications: Inverse problems
	Slide 26: Some applications: Inverse problems
	Slide 27: Some applications: Inverse problems
	Slide 28: Some applications: WaveNet
	Slide 29: Some applications: Diffusion Text2Speech
	Slide 30: Some applications: Audio Super Resolution
	Slide 31: Some applications: Language generation
	Slide 32: Some applications: Language generation -- ChatGPT
	Slide 33: Some applications: Code generation
	Slide 34: Some applications: Video generation
	Slide 35: Some applications: Video
	Slide 36: Some applications: Imitation
	Slide 37: Some applications: Materials
	Slide 38: Some applications: … 

