
https://doi.org/10.31449/inf.v42i3.0000 Informatica 45 page 501–yyy 1

Khmer-Vietnamese Neural Machine Translation Improvement
Using Data Augmentation Strategies

Thai Nguyen Quoc, Huong Le Thanh*
School of Information and Communication Technology, Hanoi University of Science and Technology,
Vietnam
E-mail: thai.nq212642m@sis.hust.edu.vn, huonglt@soict.hust.edu.vn

Hanh Pham Van
FPT AI Center
E-mail: hanhpv@fsoft.com.vn

Keywords: machine translation, data augmentation, low-resource, Khmer-Vietnamese

Received: March 22, 2023

The development of neural models has greatly improved the performance of machine
translation, but these methods require large-scale parallel data, which can be difficult
to obtain for low-resource language pairs. To address this issue, this research employs
a pre-trained multilingual model and fine-tunes it by using a small bilingual dataset.
Additionally, two data-augmentation strategies are proposed to generate new training
data: (i) back-translation with the dataset from the source language; (ii) data aug-
mentation via the English pivot language. The proposed approach is applied to the
Khmer-Vietnamese machine translation. Experimental results show that our proposed
approach outperforms the Google Translator model by 5.3% in terms of BLEU score on
a test set of 2,000 Khmer-Vietnamese sentence pairs.

Povzetek:

1 Introduction

Machine translation (MT) is the task of automat-
ically translating text from one language to an-
other. There are three common approaches to
MT: rule-based approach [1], statistical-based ap-
proach [2, 3], and neural-based one [4]. The rule-
based approach depends on translation rules and
dictionaries created by human experts. Statis-
tical Machine Translation (SMT) relies on tech-
niques like word alignment and language model-
ing to optimize the translation process. While
SMT can handle a wide range of languages and
translation scenarios, it often struggles with cap-
turing complex linguistic phenomena and han-
dling long-range dependencies. With significant
advancements in deep learning, Neural Machine
Translation (NMT) approaches have shown great
potential and have replaced SMT as the primary
approach to MT. NMT models capture contex-
tual information, handle word reordering, and

generate fluent and natural translations. NMT
has gained popularity due to its end-to-end learn-
ing, ability to handle complex linguistic phenom-
ena, and improved translation quality. Among
all NMT systems, transformer-based MT models
[5, 6] have demonstrated superior performance.
The key feature of transformer models [6] is their
attention mechanism, which allows them to ef-
fectively capture dependencies between different
words in a sentence. Unlike traditional recurrent
neural networks that process words sequentially,
transformers can consider the entire input sen-
tence simultaneously. This parallelization signifi-
cantly speeds up the training process and makes
transformers more efficient for long-range depen-
dencies.

One notable limitation of NMT techniques per-
tains to their reliance on a substantial number of
parallel sentence pairs to facilitate model train-
ing. Unfortunately, most of language pairs in the
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world are lack of such a large dataset. Conse-
quently, these language pairs fall under the cate-
gory of low-resource MT, presenting a challenging
scenario for the application of neural-based mod-
els in this domain.

Several works have carried out research to solve
the low-resource problem in NMT. Chen et al.[7],
Kim et al. [8] dealt with the low-resource NMT
by using pivot translations, where one or more
pivot languages were selected as a bridge between
the source and target languages. The source-
pivot and the pivot-target should be rich-resource
language pairs. Some approaches concentrate on
data augmentation methods. Sennric et al. [9],
Zhang [10] applied the forward/backward transla-
tion approaches to generate parallel sentence pairs
by translating the monolingual sentences to the
target/source language via a translation system.
Then, the pseudo parallel data was mixed with
the original parallel data to train an NMT model.
A problem in this approach is how to control the
quality of the pseudo parallel dataset in order
to improve the performance of the low-resource
NMT system.

Since NMT requires the capability of both lan-
guage understanding (e.g., NMT encoder) and
generation (e.g., NMT decoder), pre-training lan-
guage model can be very helpful for NMT, espe-
cially low-resource NMT. To do this task, BART
model [11] has been proposed to add noises and
randomly masked some tokens in the input sen-
tences in the encoder, and learn to reconstruct
the original text in the decoder. T5 model [12]
randomly masks some tokens and replace the con-
secutive tokens with a single sentinel token.

To address the low-resource problem in NMT,
we propose to fine-tune mBART [13] - a pre-
trained multilingual Bidirectional and Auto-
Regressive Transformers model that has been
specifically designed for multilingual applications,
including MT. The fine-tuning process is com-
bined with several strategies, including the uti-
lization of back-translation techniques [9] and
data augmentation via a pivot language. We pro-
pose several data augmentation strategies to aug-
ment training data as well as controlling the data
quality.

Our proposed approach can be applied to any
low-resource language pairs. However, in this re-
search, we evaluate our approach by implement-

ing it with the low-resource Khmer-Vietnamese
(Km-Vi) language pair, using a dataset with
142,000 parallel sentence pairs from Nguyen et
al. [14]. As far as we know, there is only two
works dealing with the Km-Vi machine transla-
tion ([15], [16]). Nguyen et al. [15] presented an
open-source MT toolkit for low-resource language
pairs. However, this approach only used a trans-
former architecture to train the original dataset,
without applying fine-tuning, transfer learning, or
additional data augmentation techniques. Pham
and Le [16] fine-tuned mBART and applied some
data augmentation strategies. In this research, we
have extended the work in [16] to improve the per-
formance of the Km-Vi NMT system. The con-
tributions are as follows:

– We propose new methods for data selec-
tion based on sentence-level cosine similarity
through the bi-encoder model [17] combined
with the TF-IDF score.

– We suggest a data generation strategy to gen-
erate best candidates for the synthetic paral-
lel dataset.

– To control the quality of augmented data, we
propose an “aligned” version to enrich the
data and a two-step filtering to eliminate low
quality parallel sentence pairs.

The remainder of this paper is organized as fol-
lows. Section 2 analyzes various techniques in ex-
isting research to address the limitations of low-
resource NMT. Section 3 describes our system di-
agram. Our proposed data augmentation strate-
gies are outlined in Section 4. Section 5 elabo-
rates on the experimental design, whereas Section
6 presents an analysis of the empirical outcomes.
Finally, Section 7 concludes our paper.

2 Related Work

Existing works on low-resource NMT There
are three main approaches to address the problem
of low-resource NMT: (i) fine-tuning a multilin-
gual pre-trained language model (PLM) for the
MT task; (ii) transfer learning based on training
the NMT system with a high-resource language
pair and then training with the low-resource lan-
guage pair; (iii) data augmentation.
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PLMs have proven to be helpful instruments in
the context of low-resource NMT. Literature has
shown that low-resource NMT models can benefit
from the use of a single PLM [18, 19] or a multi-
lingual one [11]. The multilingual PLM is claimed
to facilitate more effective learning of the connec-
tion between the source and the target represen-
tations for translation. These transfer learning
methods leverage rich-resource language pairs to
train the system, then fine-tune all the parame-
ters on the specific target language pair [20]. The
rich-resource language pairs should be in a similar
language family to the low-resource ones, to have
good results.

Data augmentation is the method of creating
additional data, which is established through the
expansion of the original dataset or the integra-
tion of supplementary data from relevant sources.
Following this line of research, Senrich et al.
[9] introduced a back-translation method to ex-
tend the original bilingual dataset with synthetic
parallel data. This approach used a target-to-
source NMT model trained on the original bilin-
gual training dataset to translate the monolin-
gual data from the target language to the source
one. Notably, while this approach can generate a
significant volume of synthetic parallel data, the
quality of this data cannot be assured.

To enhance the quality of synthetic parallel
data which is generated by the back-translation
method, two strategies can be used: (i) data se-
lection; and (ii) synthetic data filtering.

Data Selection The process of ranking and se-
lecting a subset from a target monolingual dataset
that ensures in-domain as the training data is
called data selection. The objective of this process
is to improve the performance of an NMT system
for a particular domain. Various techniques for
data selection have been proposed in the liter-
ature, such as computing sentence scores based
on Cross-Entropy Difference (CED) [21, 22], and
using representation vectors to rank sentences in
the monolingual dataset [23, 24]. Three data se-
lection methods had been implemented by Silva
et al. [25], namely CED, TF-IDF, and Feature
Decay Algorithms (FDA) [26]. The experimen-
tal results pointed out that the TF-IDF method
gained the best improvements in both BLEU and
TER (Translation Error Rate) scores.

Synthetic Data Filtering To filter out low-

quality sentence pairs, Imankulova et al. [27] pro-
posed a method based on the BLEU measure.
The proposed methodology involves leveraging a
source-to-target NMT model to translate the syn-
thetic source sentences into synthetic target sen-
tences. Subsequently, the sentence-level BLEU
score is calculated for each sentence pair between
the synthetic target sentence and the target sen-
tence, with the ultimate objective of excluding
low-score sentences. Koehn et al. [28] proposed
another approach based on the sentence-level co-
sine similarity of two sentences. However, their
proposal required an effective acquisition of the
linear mapping relationship between the two em-
bedding spaces of the source language and the
target one.

Another way to improve translation quality is
by using data augmentation methods via a pivot
language [29]. This method involves translating
sentences from the source language to the pivot
one using the source-pivot translation model, fol-
lowed by translating sentences in the pivot lan-
guage to sentences in the target language. How-
ever, there are certain restrictions associated with
this technique. Firstly, the circular translation
process increases the decoding time during infer-
ence as it can iterate through multiple languages
to obtain the desired quality. Secondly, transla-
tion errors may arise in each step, which can lead
to low-quality translation of the sentence in the
target language.

In this paper, we introduce an approach aimed
at enhancing the performance of low-resource
MT. Our approach incorporates multiple data
augmentation strategies alongside various data fil-
tering methods to improve the quality of synthetic
data. In the subsequent sections, we introduce
these methods in detail.

3 Our System Diagram

As previously mentioned, our goal is to propose
strategies that can improve the performance of
low-resource NMT systems. The proposed ap-
proach will be applied for the Km-Vi language
pair. To do this, we first fine-tune the mBART50
[30] model with the Km-Vi bilingual dataset.

The mBART Model Multilingual BART
(mBART) [13] is a sequence-to-sequence denois-
ing auto-encoder that was pre-trained on large-
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scale monolingual corpora in many languages us-
ing the BART objective [11]. The pre-trained
task is to reconstruct the original text from the
noise one, using two types of noise: random span
masking and order permutation. A special vari-
ant of mBART called mBART50 [30], has been
trained in 50 languages, including Khmer and
Vietnamese. Nonetheless, the mBART50’s trans-
lation quality of the Km-Vi language pairs is low.
To deal with this problem, we propose to fine-tune
the mBART50 with the Km-Vi bilingual dataset
combined with the augmented dataset through
several strategies.

Our proposed Khmer-Vietnamese MT system
model is described in Figure 1, which incorporates
two strategies for data augmentation: (i) back-
translation with a dataset in the target language;
and (ii) data augmentation via English pivot lan-
guage. These strategies will be introduced in the
next section.

4 Data Augmentation
Strategies

4.1 Back-translation with a Dataset in
the Target Language

Back-translation method proposed by Senrich et
al [9] is an useful way to generate additional train-
ing data for low-resource NMT. Given an external
dataset in the target language, this method trans-
lates this dataset to the source language by using
the target-to-source NMT model trained on the
original bilingual dataset, then these sentences are
combined with the corresponding target sentences
to form a synthetic bilingual dataset. However,
the dataset’s quality generated by this method
is not guaranteed. To address this issue, we im-
prove this method by integrating data filtering
techniques to the back-translation process. Our
proposed method is conducted in three steps as
follow:

– Step 1 - Data selection: Rank and se-
lect sentences from a target-language dataset
that is in the same domain as sentences in the
original bilingual dataset.

– Step 2 - Data generation: Each sen-
tence from the output dataset in Step 1 is
translated to k sentential candidates in the

source language using the target-to-source
NMT model which has been trained by fine-
tuning the mBART50 with the original bilin-
gual dataset.

– Step 3 - Data filtering: Filter out low-
quality bilingual sentence pairs in the syn-
thetic parallel dataset.

We will discuss these three steps in the follow-
ing sections.

4.1.1 Data Selection

For a given dataset D consisting of T sentence
pairs in a specific domain, and a set of sentences in
a general domain G, the aim of data selection is to
rank the sentences in G based on their similarity
to the domain of D, then selecting highest-ranked
sentences to form a subset that shares the same
domain as D. Given that TF-IDF is a popular
technique used to identify representative words
for a dataset, we can assess whether sentences in
G belong to the same domain as D using this
measure. In addition to the TF-IDF measure, co-
sine similarity can be employed to measure the
semantic similarity between two sentences based
on their semantic vector representations. This
enables the identification of sentences in G that
share the same domain as the sentences in D.
Due to this reason, TF-IDF, cosine similarity, and
their combination are utilized for ranking.

Data Selection based on TF-IDF Score
The term frequency (TF) measures the fre-

quency of a term (word or subword) in a sentence,
while inverse document frequency (IDF) is defined
as the proportion of documents in the corpus that
contain the term. So, TF-IDF score of a word w
in a sentence s in G is calculated as:

scorew = TF − IDFw = FG
w

WG
s

· TD

KD
w

where FG
w is the frequency of w in s; WG

s is the
number of words in s; and Kw is the number of
sentences in D contain w.
The TF-IDF score of the sentence s ∈ G is eval-

uated as:

score(TF−IDF )
s =

WG
s∑

i=1

scorewi

Data Selection based on Cosine Similar-
ity Score The cosine similarity score between two
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Figure 1: Our Proposed Khmer-Vietnamese MT System Diagram

Table 1: Accuracy of some models on the test set for
the masked language model task.

Models Accuracy

PhoBERT 80%
XLM-RoBERTa 87%
mDeBERTa 75%

sentences is calculated using a Bi-Encoder model
[31]. This model includes a PLM combined with a
pooler layer to encode each sentence as a sentence-
level representation vector. Then, we compute
the cosine similarity between these two vectors.

To choose the optimal PLM for the Viet-
namese (target) language, we build a test set
for the masked language model task, which in-
cludes 140,000 Vietnamese sentences from the
Km-Vi bilingual dataset. Based on the accuracy
of some well-known PLMs (ie, PhoBERT1, XLM-
RoBERTa2, mDeBERTa3) using this dataset (Ta-
ble 1), XLM-RoBERTa is selected as the PLM for
the Bi-Encoder model.

The cosine similarity score of a sentence s in

1https://huggingface.co/vinai/phobert-base
2https://huggingface.co/xlm-roberta-base
3https://huggingface.co/microsoft/mdeberta-v3-base

the G is calculated as:

score(COS)
s =

1

|D|

|D|∑
i=1

cos(s,Di)

where |D| is the number of sentences in D; Di

is the i-th sentence in D.

Data Selection based on Combination
Score

The combination score is calculated based on
the TF-IDF score and the cosine similarity score:

scores =
scoreTF−IDF

s∑|G|
j=1 score

TF−IDF
Gj

+
scoreCOS

s∑|G|
j=1 score

COS
Gj

where |G| is the number of sentences in G; Gi

is the i-th sentence in G

After assigning these scores to the sentences
in the corpus G, the top 120,000 sentences from
the target-language dataset with the highest score
are selected to translate into the source language
based on the target-to-source translation model.

4.1.2 Synthetic Data Generation

To increase the number of generated sentence
pairs, each sentence from the target-language
dataset is translated into k candidate sentences
in the source language using the beam search (k
is beam size) or top-k sampling method. As a
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result, k bilingual sentence pairs are created for
each sentence in the target-language dataset. At
this step, the synthetic dataset size can increase
significantly. However, this dataset may contain
many low-quality candidates. In the next section,
we will propose our method to filter out the low-
quality candidates.

4.1.3 Synthetic Data Filtering

Our data filtering approach is based on sentence-
level cosine similarity. This approach involves
comparing the similarity between the original
sentence and its corresponding back-translated
sentence, enabling us to identify and eliminate
sentence pairs that exhibit significant deviations
from the original meaning. Our method dis-
tinguishes itself from Koehn’s approach [28] by
not requiring an effective acquisition of the lin-
ear mapping relationship between the embedding
spaces of the source and target languages. In-
stead, we leverage a cosine similarity measure to
assess the semantic similarity between sentences.

Data Filtering based on Cosine Similarity
An important aspect of this approach is sentence
representation in different languages. Although
multilingual LMs (e.g., XLM-RoBERTa) are pos-
sible to do that, the representations for out-of-the-
box sentences are rather bad. Moreover, the vec-
tor spaces of different languages are not aligned,
meaning that words or sentences with the same
meaning in different languages are represented in
different vectors. Reimers and Gurevych[32] pro-
posed a straightforward technique to ensure con-
sistent vector spaces across different languages.
This method uses a PLM as a fixed Teacher model
that produces good representation vectors of sen-
tences. The Student model is designed to imitate
the Teacher model. It means the same sentence
should be represented as the same vector in the
Teacher model and the Student one. To enable
the Student model to work with additional lan-
guages, it is trained on parallel (translated) sen-
tences. The translation of each sentence should
also be mapped to the same vector as the original
one.

In Figure 2, the Student model should map
“Hello World” and the German translation “Hallo
Welt” to the vector of Teacher(“Hello World”).
This is achieved by training the Student model
using the mean squared error (MSE) loss.

Figure 2: Given parallel data (e.g. English and Ger-
man), train the student model such that the produced
vectors for the English and German sentences are close
to the teacher English sentence vector [32].

Based on this approach, we first generate
two bilingual datasets: Vietnamese-English and
English-Khmer parallel sentence pairs from the
original Km-Vi dataset, using the Google Transla-
tor API. This API is taken from the deep transla-
tor 4. The Student model is then trained on both
the Vietnamese-English dataset and the Khmer-
English one to create semantic vectors for three
languages: English, Vietnamese, and Khmer.
The representation vector of a sentence is the av-
erage of the token embeddings based on the Stu-
dent model. We calculate the sentence-level co-
sine similarity between each parallel in the syn-
thetic parallel dataset and filter out pairs with
low scores.

Data Filtering using Round-Trip BLEU

The diagram of this method is represented in
Figure 3. The process begins with the training of
two NMT models: Km-Vi (source-to-target) and
Vi-Km (target-to-source), using the given par-
allel sentence pairs. Next, we use the Vi-Km
translation model to translate the monolingual
sentences from the Vietnamese language to the
Khmer one. We then take the translated sen-
tences and back-translate them using the Km-Vi
model. We evaluate the quality of sentence pairs
based on sentence-level BLEU scores and discard
sentence pairs with low scores.

4.2 Data Augmentation Method via
English Pivot Language

A standard data augmentation method via En-
glish pivot language involves the translation of
sentences in the target language from the origi-
nal source-target parallel sentence pairs into En-

4https://github.com/nidhaloff/deep-translator
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Figure 3: The Diagram of the Data Filtering using
Round-Trip BLEU.

glish sentences. These English sentences are then
translated into the source language to generate
the source-target augmentation bilingual sentence
pairs.

We propose an “aligned” version to improve
the quality of the augmentation dataset. Given
the original source-target sentence pair with a
source sentence ws and a target sentence wt, we
generate additional candidate sentences in the fol-
lowing way. The target sentence wt is translated
into the source language using English pivot one.
This step produces a candidate sentence in the
source language wc1. The target-to-source trans-
lation model described in Section 4.1 is used to
generate another candidate sentence in the source
language wc2. The candidate pairs wc1 and wc2

are aggregated to get a temporary dataset. We
carry out two filtering steps to remove low-quality
parallel sentence pairs: (i) align parallel sentence
pairs and (ii) data filtering. In the first step, the
temporary dataset is aligned by three tools: Ve-
calign5, Bleualign6, and Hunalign 7. Vecalign uti-
lizes word embeddings to align sentences based
on semantic similarity. Bleualign, on the other
hand, uses the BLEU metric and n-gram over-
lap to align sentences in bilingual corpora. Hu-
nalign is a heuristic-based tool that aligns parallel
texts based on sentence length and lexical similar-
ity. Sentence pairs that are aligned by two-third
of the tools are selected to generate an aligned
dataset. In the second step, the aligned dataset is
filtered out based on the data filtering method
in Section 4.1.3. As a result, we get an aug-
mented dataset, which is combined with the syn-
thetic parallel dataset from Section 4.1 and the
original bilingual dataset to form the final train-
ing dataset.

5https://github.com/thompsonb/vecalign
6https://github.com/rsennrich/Bleualign
7https://github.com/danielvarga/hunalign

5 Experiments

5.1 Experiment Setup

We fine-tuned the mBART50 model on an
RTX 3090 (24GB) GPU with different hyper-
parameters to choose the optimal parameter set
for the model as follows: Adam optimization
(learning rate = 3e−5, β1 = 0.9, β2 = 0.999 and
ϵ = 1e−8) with linear learning rate decay schedul-
ing. The best set of hyperparameters is employed
in all our experiments.

To evaluate the effectiveness of our experi-
ments, we used the BLEU score [33] through
sacreBLEU8 - an implementation version to com-
pute the BLEU score. A higher BLEU score in-
dicates better translation quality.

5.2 Experimental Scenarios

To evaluate the effectiveness of our proposed
methods for low-resource NMT, we used the Km-
Vi biligual dataset from Nguyen et al. [14]. This
dataset consists of 142,000 parallel sentence pairs,
which were divided into a training set of 140,000
sentence pairs and a test set of 2,000 ones. In or-
der to prevent biased phenomena in experiments,
Nguyen et al. [14] randomly selected 2,000 sen-
tence pairs from the original bilingual dataset to
form the test set, following the distribution ratio
of domains and lengths.

Six scenario groups were carried out in our ex-
periments.

Scenario group #1 - Baseline model: Fine-
tune the mBART50 model on the original Km-Vi
bilingual dataset (Scenario #1).

All scenario groups from #2 to #6 used ad-
ditional bilingual datasets which were generated
from the Vietnamese corpus or the Km-Vi orig-
inal bilingual one. This dataset was combined
with the original dataset to create a larger train-
ing corpus. The Vietnamese dataset were cre-
ated by crawling from online news websites (i.e,
vnexpress.net9, dantri.com.vn10), then prepro-
cess to remove noise and long sentences. The
langdetect11 library was used to filter out non-
Vietnamese sentences.

8https://github.com/mjpost/sacrebleu
9https://vnexpress.net

10https://dantri.com.vn
11https://pypi.org/project/langdetect
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Table 2: Experimental Results

Data Augmentation Methods
Scenario Name Back-translation via English BLEU (%)

Data Selection Decoding Strategy Data Filtering pivot language

#1 Baseline model - - - - 52.32

#2.1 #1 + Back-translation Randomness Beam search - - 53.16

#2.2 #1 + Back-translation Randomness Sampling - - 53.49

#2.3 #1 + Back-translation TF-IDF Beam search - - 53.83

#2.4 #1 + Back-translation TF-IDF Sampling - - 53.96

#2.5 #1 + Back-translation Cosine similarity Sampling - - 53.98

#2.6 #1 + Back-translation Combination Score Sampling - - 54.08

#3.1 #2 + Data Filtering TF-IDF Sampling Round-Trip BLEU - 54.27

#3.2 #2 + Data Filtering TF-IDF Sampling Cosine similarity - 54.38

#3.3 #2 + Data Filtering Combination Score Sampling Cosine similarity - 54.48

#4.1 #1 + Data Augmentation - - - Standard 52.98

#4.2 #1 + Data Augmentation - - - Aligned 53.29

#5.1 #3 + #4 TF-IDF Sampling Cosine similarity Standard 54.51

#5.2 #3 + #4 Combination Score Sampling Cosine similarity Aligned 54.93

#6.1 #5 + Data Generation Combination Score Sampling Cosine similarity Standard 55.13

#6.2 #5 + Data Generation Combination Score Sampling Cosine similarity Aligned 55.37

Scenario group #2 (#2.1 to #2.6) - Com-
bine Scenario #1 and Back-translation: To gener-
ate a synthetic parallel dataset, 120,000 sentences
from the above mentioned Vietnamese dataset
were selected using our data selection strategies.
These sentences were then translated into the
Khmer language by using our back-translation
method. We implemented and compared four
data selection methods and two decoding ones
(i.e, sampling and beam search).

Scenario group #3 (#3.1 to #3.3) - Com-
bine Scenario #2 and Data filtering: In this sce-
nario, we compared two methods in the data
filtering strategy: the Round-Trip BLEU [27]
(#3.1) and our proposed sentence-level cosine
similarity (#3.2) . We experimented with two
types of data selection: TF-IDF (#3.1 and #3.2)
and combination score(#3.3).

Scenario group #4 (#4.1 to #4.2) - Com-
bine Scenario #1 and Data augmentation via En-
glish pivot language: We compared ”standard”
and ”aligned” versions to generate an augmented
dataset.

Scenario group #5 (#5.1 to #5.2) - Com-
bine Scenarios #3 and #4: We created a new
training dataset through the best settings from
Scenarios #3 and #4.

Scenario group #6 (#6.1 to #6.2)- Com-
bine Scenario #5 and Data Generation:
In this experiment, at the back-translation step,
each sentence from the Vietnamese dataset was
translated into k corresponding Khmer candidate
sentences. Then these sentences were filtered and

Table 3: Effect of BLEU Filtering Threshold in the
Data Filtering using Round-Trip BLEU in the Sce-
nario #3.

Scenario Threshold BLEU (%)

#3 10 54.02

#3 15 54.27

#3 20 54.16

#3 25 53.80

combined with the original bilingual dataset to
create a new training dataset.

6 Experimental Results

We evaluated our different scenarios on a test set
with 2,000 parallel sentence pairs. The results
of our scenarios are presented in Table 2. The
baseline Scenario #1 achieved a 52.32% BLEU
score.

Scenario group #2 shows that the combina-
tion score gave the best results and the sampling
decoding method is better than the beam search
method.

For scenario groups #3, first, we evaluated
the effect of data filtering thresholds to the sys-
tem’s performance. Tables 3 and 4 show that the
BLEU score increases when the filter threshold is
increased, but up to a certain threshold, and then
reduced. This means that as the filter thresh-
olds increase, we can filter out more low-quality
parallel sentence pairs in the synthetic bilingual
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Table 4: Effect of the Cosine Filtering Threshold in the
Data Filtering using Sentence-level Cosine Similarity
in the Scenario #3.

Scenario Threshold BLEU (%)

#3 0.5 54.02

#3 0.6 54.36

#3 0.7 54.38

#3 0.8 53.92

dataset, but the size of this dataset decreases.
The best thresholds were then applied for all sce-
narios in groups #3 in order to compare the sys-
tem performance with other scenarios in Table 2.

Scenario #4 First, in the standard version,
we evaluated the model’s performance with dif-
ferent augmented sizes. The original bilingual
dataset was combined with 30000, 50000, and
70000 augmented sentence pairs created by the
data augmentation via the English pivot language
to form three training datasets. The obtained
BLEU scores gradually increased from 52.48%,
52.52%, to 52.98%, proportional to the enhanced
data size. The best result using 70000 augmented
sentence pairs was used to compare with other
scenarios in Table 2 (Scenario #4.1). Scenario
#4.2 also used 70000 augmented sentence pairs
in the aligned version.

With a result of 54.93% BLEU score, Scenario
#5 shown the effectiveness when combined the
best synthetic parallel datasets from Scenario #3
and 30,000 pair sentences augmented in Scenario
#4.

Finally, Scenario #6, we incorporated Sce-
nario #5 with our generation strategy to get
55.37% BLEU points, which improved 3.05%
BLEU scores compared to the baseline model.
The results shown that the process of generating
a synthetic dataset based on only one candidate
with the highest probability was not enough. Tak-
ing k candidates and evaluating them helped us
to retain more suitable candidates.

6.1 Comparison with Other Models

In addition to our scenario results above, we com-
pared our best result with some models: Google
Translator12, pre-trained multilingual seq2seq

12https://github.com/nidhaloff/deep-translator

Table 5: Comparison our System Results to other
Models

Models BLEU (%)

facebook/mbart50 12.74

facebook/m2m100-1.2B 22.44

facebook/nllb-200-distilled-600M 32.48

facebook/nllb-200-distilled-1.3B 36.51

facebook/nllb-200-3.3B 37.81

Google Translator 50.07

Our previous work [16] 54.51

Our best model 55.37

models, including mBART50 [30], m2m100-1.2B
[34], and nllb-∗ [35]-a multilingual translation
model introduced by the Facebook AI13 recently.
The results shown in Table 5 indicated that our
best model achieved best results for translating
from the Khmer language to the Vietnamese one.
In addition, our current approach had a better
performance than our previous model [16] with
0.86% BLEU score higher.

7 Conclusions

This research presents an approach to address
the low-resource challenge in Khmer-Vietnamese
NMT. The proposed method utilizes the pre-
trained multilingual model mBART as the foun-
dation for the MT system, complemented by var-
ious data augmentation strategies to enhance sys-
tem performance. These augmentation strate-
gies encompass back-translation, data augmenta-
tion through an English pivot language, and syn-
thetic data generation. The highest performance
is achieved when combining the aforementioned
augmentation methods with effective data selec-
tion and data filtering strategies, resulting in a
significant 3.05% increase in BLUE score com-
pared to the baseline model utilizing mBART
with the original dataset. Our proposed ap-
proach outperforms the Google Translator model
by 5.3% BLEU score on a test set of 2,000 Khmer-
Vietnamese sentence pairs. Future work involves
applying our proposed approach to other low-
resource language pairs to demonstrate its gen-
eralizability.

13https://ai.facebook.com/
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