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Abstract - Nowadays, most research on extractive text summarization uses deep learning approaches as 
they provide better performances than the others. However, a difficulty in these approaches is the 
shortage of a large dataset for training summarization systems. To deal with this problem, we take 
advantage of contextualized word embeddings from pre-trained BERT models to produce sentence 
embedding vectors. These vectors are then used as the input of a Multi-Layer Perceptron classifier for 
sentence selection. The outputs of the Multi-Layer Perceptron classifier are processed by a Maximal 
Marginal Relevance algorithm to remove redundant sentences. Finally, the selected sentences are 
rearranged using information about sentence position in the original document to create a summary. Our 
proposed system is evaluated by using both English and Vietnamese datasets. Experimental results show 
that our system achieves promising results comparing to existing researches in this field. 
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1. Introduction 

Text summarization is an important task in natural language processing. It can be divided into two 
categories: extractive summarization and abstractive summarization. Extractive summarization concentrates on 
selecting important sentences from the input text to put in the summary. Meanwhile, abstractive summarization 
aims to generate a concise summary for the input text by paraphrasing the main content of the original 
document. In this paper, we focus on extractive summarization for English and Vietnamese text. 

Recently, neural network-based approaches have been applied for extractive summarization and provide 
better results than other approaches. In neural text summarization, a good representation of the input document 
is an important factor for evaluating sentences. Several machine learning and deep learning approaches have 
been investigated to solve this problem. However, these techniques often require a large training dataset and 
suffer from a high training cost. Some approaches solve this problem by using pre-trained word embeddings 
such as word2vec [Mikolov et al. (2013)] and Glove [Pennington et al. (2014)]. These word embedding vectors 
are context-independent, which may result in incorrect meaning in some cases. 

Researches on generating context-based representing models show that using pre-trained sentence 
embeddings [Conneau et al. (2017)] provides better performance than using word embeddings in natural 
language processing tasks. Cera et al. (2018) propose two pre-trained Universal Sentence Encoders (USEs) 
basing on Transformer (USE_T) [Vaswani et al. (2017)] and Deep Averaging Network (USE_D) [Lyyer et al. 
(2015)] for the English language. Yang et al. (2019) expand the USE pre-trained models for 16 languages. 
These models were pre-trained on a large unlabeled text to generate sentence embeddings. Devlin et al. (2019) 
propose Bidirectional Encoder Representations from Transformers (BERT), a new language representation 
model that is designed to pre-train deep bidirectional representations from the unlabeled text. BERT is the best 
semantic embeddings until now, as it has been used in many state-of-the-art models in natural language 
processing tasks. 
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This paper aims at developing an extractive summarization system that can be applied for both English and 
Vietnamese language. The summarization system is constructed as a classification model, in which sentences in 
the summary have the label 1, and 0 otherwise. We integrate two pre-trained BERT models to generate 
document embeddings, including RoBERTa [Liu et al. (2019)] for English and PhoBERT [Nguyen and Nguyen 
(2020)] for Vietnamese. The classification task is performed by a Multi-Layer Perceptron (MLP). Maximal 
Marginal Relevance (MMR) is used to remove sentences with overlapping information. Finally, the summary is 
generated by rearranging output sentences of MMR, using information about sentence positions in the original 
document. Our proposed summarization model is evaluated with both English and Vietnamese languages, using 
CNN and Baomoi datasets, respectively. Experimental results show that our system achieves better results 
compared to existing researches using the same dataset. 

Our main contributions can be summarized as follows: 

 Applying the pre-trained BERT to represent the sentence embedding vectors, in order to have a better 
understanding of the input text;  

 Proposing a Multi-Layer Perceptron to classifying sentences to be included in the summary; 

 Integrating a Maximal Marginal Relevance to remove redundant information; 

 Experimenting with both English and Vietnamese datasets to prove the generality of the proposed 
method. 

The rest of this paper is organized as follows. Section 2 discusses related works in extractive text 
summarization. Our proposed text summarization is introduced in Section 3. Our experiments are described in 
Section 4. Finally, Section 5 concludes the paper and proposes future works for our research. 

2. Related works 

Researches on extractive summarization can be divided into three main categories: (i) unsupervised 
techniques; (ii) traditional machine learning-based techniques; and (iii) deep learning-based techniques. 
Unsupervised techniques are dominated early researches on extractive summarization, as text summarization 
corpus are rare at that time. The unsupervised techniques rely on selecting sentences with top-ranking scores. 
The scores are computed based on surface features such as time sequence [Wasson (1998)], term frequency 
[Luhn (1958)], TF*IDF [Erkan et al. (2004)], sentence length [Cao et al. (2015a)], sentence position [Ren et al. 
(2017)]. Graph-based methods are also widely used to score sentences [Mihalcea et al. (2004); Choi et al. 
(2011)]. These methods represent each input document as a graph, in which each sentence is represented as a 
vertex; two relevant sentences are connected by an edge. The sentence importance is evaluated by using a 
ranking algorithm on this graph. Maximal Marginal Relevance method [Carbonell and Goldstein (1998)] is 
proposed to remove redundant sentences from the summary. 

Machine learning techniques have been used to receive a better evaluation of sentence importance when 
some text summarization datasets are available (e.g., [Kupiec et al. (1995); Wong et al. (2008)]). Kupiec et al. 
(1995) consider extractive text summarization as a text classification task, in which the sentences appearing in 
the summary will have the label 1, and 0 otherwise. A Naive Bayes classifier is used to train their 
summarization system. Wong et al. (2008) investigate four types of sentence features (i.e., surface, content, 
relevance, and event features) and incorporate them into supervised and semi-supervised approaches for training 
the text summarization system. Probabilistic Support Vector Machine is used in their approach for supervised 
learning, while the co-training of Probabilistic Support Vector Machine and Naïve Bayesian Classifier is used 
for semi-supervised learning. 

Recently, deep learning techniques have been successfully applied to text summarization and get better 
results comparing to traditional approaches. Zhang et al. (2016) extract salient sentences for the summary by 
using Convolutional Neural Networks (CNN). Nallapati et al. (2017) treat extractive summarization as a 
sequential labeling task. Sentences of the input document are encoded and then classified into two classes: 
selected or not selected. These systems compute selection probability for each sentence, then generate a 
summary based on these probabilities until reaching the summary limit. Zhou et al. (2018)develop an end-to-end 
neural network for text summarization by jointly learning to score and selecting sentences. To optimize the 
ROUGE evaluation metric, several approaches train their neural summarization models by using a 
reinforcement learning objective (e.g., [Narayan et al. (2018); Wu and Hu (2018)]). 

Wu and Hu (2018) propose a neural coherence model to capture the cross-sentence semantic and syntactic 
coherence patterns, using a reinforcement learning mechanism. The system’s reward is computed by evaluating 
the system output using the Rouge measures. Zhang et al. (2018) propose a latent variable extractive 
summarization model that uses directly human summarization and a sentence compression model to generate 
the summary. In this approach, sentences are considered as latent variables. Sentences with activated variables 
are used to generate the summary. This technique solves the problem of depending on sentence-level labels, 
which is often used in extractive summarization systems. 
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Jadhav and Rajan (2018) develop a neural sequence-to-sequence model for extractive summarization that 
models the interaction of keywords and salient sentences using a two-level pointer network-based architecture. 
The text summarization system in [Kamal et al. (2018)] uses a hierarchical structured self-attention mechanism 
to capture the hierarchical structure of the document and to create the sentence and document embeddings. The 
attention mechanism provides an extra source of information to guide the summary extraction. The model 
computes the probabilities of the sentence-summary membership basing on several features such as information 
content, salience, novelty, and positional representation. 

Zhang et al. (2019) propose a document encoding model named HIerachical Bidirectional Encoder 
Representations from Transformers (HIBERT) and pre-train it using unlabeled data. This model provides 
promising results when applying it to the text summarization task. 

Most of the researches on Vietnamese text summarization relies on sentence features such as TF*IDF, 
sentence position, etc… to compute the score of the sentences (e.g., [Ha et al. (2005); Dinh and Nguyen 
(2012)]). Discourse structure has been used in [Nguyen and Le (2008)] to generate text summarization. Some 
researches use machine learning algorithms such as Nguyen et al. (2005), Nguyen et al. (2012), Nguyen et al. 
(2012). Salient sentences are extracted by using Support Vector Machine [Nguyen et al. (2005)], by applying 
genetic algorithm [Nguyen et al. (2012)], and taking advantage of the semi-supervised algorithm [Nguyen et al. 
(2012)]. Lam et al. (2017) construct a Sequence to Sequence with Attention model and a beam search to 
generate the final summary. Words of the input document are embedded as word vectors before using them as 
input of the text summarization model. The model is trained by a self-collected news dataset with 31,429 
articles, in which the abstract of each news is used as its summary. 

Most of the above approaches have not been applied in an efficient way to represent the semantic structure 
of the input document, which leads to the redundancy of information in the summary. In this paper, we propose 
a text summarization model to deal with the problem mentioned above. Our model is represented in the next 
section. 

3. Our proposed model 

 
Fig. 1.  Our proposed extractive single-document summarization system 
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Our proposed extractive single-document summarization system includes three main modules: (i) Data 
vectorization, (ii) Training, and (iii) Generating summary. These modules are presented in Fig. 1 above. 

3.1. Data vectorization 

This module encodes sentences of the input document as embedding vectors using an optimized pre-trained 
BERT model. The RoBERTa model [Liu et al. (2019)] is used in our experiment for English text, and the 
PhoBERT model [Nguyen and Nguyen (2020)] is used for Vietnamese text.  First, the BERT model creates an 
index vector for each token from the input sentence. These indexed vectors are combined to obtain token 
embeddings of the respective sentences. The token embeddings of each sentence are processed by the Average 
Pooling operation to create the sentence embedding, which is used as the input for the MLP model. The 
following section will introduce RoBERTa and PhoBERT models in detail. 

3.1.1. BERT  

BERT (Bidirectional Encoder Representations from Transformers) [Devlin et al. (2019)] is a new language 
representation model, which is designed to pre-train deep bidirectional representations from an unlabeled text by 
jointly conditioning on both left and right context in all layers. The BERT model is based on Transformer 
architecture [Vaswani et al. (2017)]. This architecture includes L layers, with each block containing A self-
attention heads and H hidden dimensions. Sentences are used as the input of the model. The BERT model was 
implemented with two steps, pre-training and fine-tuning. In the pre-training step, the model was trained on an 
unlabeled dataset with 16GB of uncompressed text in total. The unlabeled text was taken from BookCorpus 
[Zhu et al. (2015)] and English Wikipedia. In the fine-tuning step, the model was initiated with pre-trained 
parameters and fine-tuned parameters using labeled data from downstream tasks. The BERT implementation 
includes three models: BERTBASE (12-layer, 768-hidden, 12-heads, 110M parameters), BERTLARGE (24-layer, 
1024-hidden, 16-heads, 340M parameters), and BERTBASE multilingual models. 

3.1.2. RoBERTa  

RoBERTa is proposed by Liu et al. (2019). It is developed to optimize the pre-trained BERT model [Devlin 
et al. (2019)]. The RoBERTa model uses the same pre-trained BERT model architecture. The main differences 
of RoBERTa comparing to BERT are:  

 The RoBERTa model was trained on a bigger dataset of 160GB documents. This dataset is a 
combination of five datasets: BOOKCORPUS [Zhu et al. (2015)], English Wikipedia, CC-News 
[Nagel (2015)], OpenWebtext [Gokaslan et al. (2019)], and Stories [Trinh and Le (2018)]). The 
RoBERTa took a longer time than the BERT to train the model with 500K steps.  

 The training method of RoBERTa is different from BERT. The RoBERTa model eliminated the Next 
Sentence Prediction (NSP) task from its training process. Instead, it was trained using Dynamic 
Masking so that the masked tokens would be generated when a sentence was included in the model. 
The model was trained with a larger batch size so it prevented better noise during the training process. 
The maximum length of a sentence vector is 512. The RoBERTa model was trained using the 
BERTLARGE model (L = 24, H = 1024, A = 16, 355M parameters). 

In our proposed model, we use the RoBERTa model that has the sentence vector with the maximum length 
of 256, and the batch size of 256. During the training process, we freeze the RoBERTa model and fine-tune it on 
the CNN dataset. 

3.1.3. PhoBERT model 

Nguyen and Nguyen (2020) developed two pre-trained language models, PhoBERTBASE and 
PhoBERTLARGE for Vietnamese, using BERTBASE and BERTLARGE architectures, respectively. PhoBERT model 
was trained by the same method as RoBERTa [Liu et al. (2019)], using a dataset of 20GB uncompressed 
document, which is a combination of Vietnamese Wikipedia corpus (~1GB) and Vietnamese news corpus 
(~19GB) (https://github.com/binhvq/news-corpus). These Vietnamese datasets were preprocessed by word 
segmentation before tokenizing using the BPE algorithm [Sennrich et al. (2016)]. The maximum length of a 
sentence vector after word segmentation was 256, less than that of the RoBERTa model. Since PhoBERT 
models were trained on the Vietnamese dataset, they provided good results in many Vietnamese natural 
processing tasks. 

In our proposed model, we use PhoBERTBASE model that has also the sentence vector with a maximum 
length of 256 and the batch size of 256. During the training process, we freeze the PhoBERTBASE model and 
fine-tune it on the Baomoi dataset, too. 
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3.2. Training 

The purpose of the training task is to learn a classifier that computes the selection probability of input 
sentences to be included in the summary. We perform this task by implementing a Multi-Layer Perceptron 
(MLP) network model using the Back Propagation algorithm. Our proposed MLP model (Fig. 2) consists of a 
768-dimension input layer to adapt with the output dimension of RoBERTa model and PhoBERT model, a 
hidden layer with 256 neurons using the ReLU activation function, an output layer with 2 neurons using the 
softmax activation function. The model was implemented and trained by the AdamW optimizer [Loshchilov 
and Hutter (2019)]. 

 
Fig. 2. The architecture of our proposed MLP network model 

3.3. Generating summary 

Sentences from the input document are selected to include in the summary by the order of descending 
probability until reaching the summary length. To prevent overlap content among sentences in the summary, we 
apply the MMR method [Carbonell and Goldstein (1998)] to measure the similarity among sentences. 

The MMR method was originally proposed to solve Information Retrieval (IR) problem to measure the 
relevance between the user query Q and sentences in the document. The MMR is calculated by the formula: 

                              1 2
\

max , 1 max ,
i j

def

i i j
D C S D S

MMR Arg Sim D Q Sim D D 
 

        
                         (1) 

In which: 

 C is the set of sentences from the input documents; 

 S is the set of existing sentences in the summary;  

 Sim1 is the similarity between the considering sentence Di and the query Q; 

 Sim2 is the similarity between the considering sentence Di and the existing sentences in the summary Dj 
(Sim2 can be equal to Sim1); 

 λ is a parameter (λ  [0;1]). 

The parameter value λ is chosen depending on each problem. If it is necessary to return information around 
the query, the parameter λ is adjusted with a smaller value. If the result needs to be diverse, the parameter λ is 
adjusted with a greater value. A high MMR means the considered item is both relevant to the query and contains 
minimal similarity to previously selected items. 

To apply the MMR method to the task of document summarization, we redefine the formula to calculate the 
MMR measure as follows: 

                     
 

     1 2
\ ,

max , 1 max ,
i j

def

i i j
D C S Q D S

MMR Arg Sim D Q Sim D D 
 

        
                        (2) 
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where: 

 C is the set of candidate sentences for the summary;  

 Q is a sentence in the set C that is best described the main idea of the input document;  

 S is the set of the sentences that are already included in the summary;  

 Sim1, Sim2 are the similarities between the two sentences u and v, being calculated by the formula: 

                            

 

2

w, w, ww
1 2 2

w, ww

, , u vv

uu

tf tf idf
Sim u v Sim u v

tf idf





  


                                                          (3) 

where tfw,u is the term frequency of the word w in the sentence u; idfw is the importance of the word w; and λ 
is the chosen parameter. 

Applying the MMR method to the task of document summarization. For documents in the form of 
news, sentences at the beginning of a document often contain more important information than the others. To 
take advantage of sentence positions and selection probabilities, we integrate this information to the MMR 
measure by replacing Sim1(Di, Q) by probability*position in the formula (2) as follows: 

             
 

   2
\ ,

max * 1 max ,
i j

def

i j
D C S Q D S

MMR Arg probability position Sim D D 
 

        
             (4) 

In which:  

 position is the sentence position; 

 probability is the selection probability of the sentence. 

 The main point of applying the MMR method is to eliminate redundant information in the summary. 
To do that, three steps needed to be carried out are: 

 Determine the main topics of the input documents;  

 Find sentences relevant to the main topics;  

 Eliminate redundant sentences whose similarity with existing sentences in the summary is larger than a 
certain threshold. 

4. Experiment and Evaluation 

4.1. Datasets 

We experimented with our proposed system using two datasets: the CNN dataset for English and the 
Baomoi dataset for Vietnamese. The purpose of using the CNN dataset is to compare results with state-of-the-art 
works in extractive summarization. Experiments with the Baomoi dataset is to evaluate our proposed system 
with another language (Vietnamese), aiming at proving the generality of our system. 

The CNN/Daily Mail dataset [Hermann et al. (2015)] includes 312,085 articles with 92,579 articles from 
the CNN dataset and 219,506 articles from the Daily Mail. The summary of each article is the highlight 
sentences written by the article's author. We used the method of Hermann et al. (2015) to divide the CNN 
dataset into the training, validation, and testing datasets, which include 90,266; 1,220; and 1,093 documents, 
respectively. Since each summary in the CNN dataset contains 3 sentences in average, we also chose 3 
sentences to include the summary that was generated by the system. Statistic information about the CNN/Daily 
Mail dataset is shown in Table 1 below. 

Table 1.  The statistics of the CNN/Daily Mail dataset 

 CNN  Daily Mail 

 Train Valid Test  Train Valid Test 

# months 95 1 1  56 1 1 

# documents 90,266 1,220 1,093  196,961 12,148 10,397 

#queries 380,298 3,924 3,198  879,450 64,835 53,182 

Avg # tokens 762 763 716  813 774 780 

Vocab size 118,497  208,045 
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Since there is no available Vietnamese text summarization corpus that is shared among the research community, 
we use a corpus named ‘Baomoi’. The corpus was created by gathering articles from a Vietnamese online 
newspaper (http://baomoi.com). Each article consists of three parts: headline, abstract, and article. The abstract 
is more likely the key information of the article than its summary. However, since we cannot find any better 
source, the Baomoi dataset is still our best choice to be used as the summarization corpus at the moment. We 
take the article part and the abstract part to serve as the original document and its summary. The average length 
of the original document and its summary are 503 words and 45 words, respectively. The final dataset consists 
of 1,000,847 news articles, in which 900,847 samples are used for training, 50,000 samples for validation, and 
50,000 ones for testing. The abstract section of a Baomoi article has approximately 2 sentences in average. 
These sections were used for training the system and evaluating the system’s accuracy. 

To create the training dataset, we assigned a sentence label with 1 if that sentence was in the summary. 

4.2. Preprocessing 

Firstly, we extracted the content and the abstract of each article and segmented these texts into sentences. 
StanfordNLP and VnCoreNLP libraries were used to do the segmentation task for English and Vietnamese 
text, respectively. To label these sentences, we compared them with sentences in the abstract basing on the 
maximum total of the Rouge-2 and Rouge-L measures using the Rouge-score 0.0.4 library. Next, these 
sentences were tokenized to create index vectors for these tokens. These index vectors were used as the input for 
the RoBERTa/PhoBERT model to obtain the token embedding vectors. Finally, the token embeddings of each 
sentence were processed using the avgPooling1d function in the PyTorch library to generate a 768-dimension 
sentence embedding vector which would be used as the input for the MLP model. 

4.3. Experimental design 

First of all, we implemented some basic methods that were good at extractive single-document summarization 
for both the CNN and Baomoi datasets. We used the rouge-score 0.0.4 library to evaluate the summary’s quality 
of the models. Table 2 presents the experimental results on both CNN and Baomoi datasets that we 
implemented. 

Table 2.  Experimental results of some basic methods. Marking with ‘*’ denotes the systems being reimplemented by us 

Methods CNN Baomoi 

 
Rouge-
1 

Rouge-
2 

Rouge-
L 

Rouge-
1 

Rouge-
2 

Rouge-
L 

LexRank [Erkan and Radev (2004)]* 22.9 6.6 17.2 38.5 17.0 28.9 

TextRank [Mihalcea and Tarau (2004)]* 26.0 7.3 19.2 44.7 19.2 32.9 

LEAD [Wasson (1998)]* 29.0 10.7 19.3 46.5 20.3 30.8 

Next, we implemented summarization models using some modern pre-trained models, including the USE_T 
model, the RoBERTa model for English, and the PhoBERT model for Vietnamese. The USE_T model was 
chosen because it had provided better results than the others in [Cera et al. (2018); Yang et al. (2019)].  We 
carried out 4 model scenarios, in which scenarios 1 and 2 were only for the CNN dataset since the USE_T 
model does not support Vietnamese. Scenarios 3 and 4 were experimented on both the CNN and Baomoi 
datasets to choose the most efficient model for our proposed summarization system. We used the TensorFlow 
library to inherit the pre-trained USE_T model that was stored on Tensorflow-hub, the Transformers library to 
inherit the RoBERTa model, the PhoBERT with Transformers library to inherit the PhoBERT model, and the 
PyTorch library to develop Multi-Layer Perceptron classification model. In our experiments, our models were 
trained on Google Colab with the following configuration: GPU V100, 12GB RAM. The MLP model was 
trained with an initial learning rate of 2.10-3 by 6 epochs for the CNN dataset, 7 epochs for the Baomoi dataset. 
After each epoch, the learning rate would be automatically reduced by 10% using the Scheduling mechanism in 
the PyTorch library until the last epoch. The experimental model scenarios are shown below. 

 Scenario 1 (USE_T+MLP). The system used the USE_T model in combination with the MLP network 
to train the model for calculating the sentential selection probability. 

 Scenario 2 (USE_T+MLP+MMR+Position). The system used the model in scenario 1 in combination 
with the MMR measure and the sentence position to select sentences putting on the summary. 

 Scenario 3 (RoBERTa/PhoBERT+MLP). The system used the RoBERTa model (for CNN dataset) and 
PhoBERT model (for Baomoi dataset) in combination with the MLP network to train the model for 
calculating the sentential selection probability. 
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 Scenario 4 (RoBERTa/PhoBERT+MLP+MMR+Position). The system used the model in scenario 3 
combining with the MMR measure and the sentence position to select sentences putting on the 
summary. 

With scenarios 1 and 2, our model was trained on the CNN dataset by 6 epochs with a batch size of 50 and a 
training time of approximately 6 hours. With scenarios 3 and 4, our model was trained by 6 epochs with a batch 
size of 256 and a training time of approximately 8 hours for the CNN dataset. For the Baomoi dataset, our 
system was trained by 7 epochs with a batch size of 256 and a training time of approximately 48 hours. The 
experimental results are shown in Table 3 below. 

Table 3.  Experimental results with the MODEL scenarios. Marking with ‘-’ denote that we did not reimplement on the corresponding 
dataset 

Scenarios CNN Baomoi 

 Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L 

Scenario 1 28.9 10.3 19.3 - - - 

Scenario 2 30.1 11.5 20.1 - - - 

Scenario 3 31.36 11.69 28.22 52.509 24.695 37.794 

Scenario 4 32.18 12.31 28.87 52.511 24.696 37.796 

The experimental results show that, although the text summarization system using the USE_T model and 
the MLP model in scenario 1 did not eliminate the redundant information, it still gave better results than some 
basic methods such as LexRank, TextRank, and LEAD on the same CNN dataset (in Table 2). The model that 
combines the MMR measure and the sentence position to eliminate the redundant information in scenario 2 gave 
better results than the model in scenario 1. Although the model in scenario 3  did not eliminate the redundant 
information yet, it still provided much better results than the models in scenarios 1 and 2. These results proved 
that our proposed summarization system using RoBERTa/PhoBERT model was more effective than the one 
using the USE_T model on the same CNN dataset. Besides, the model in scenario 3 gave better results than 
some basic methods on the same Baomoi dataset. Our model in scenario 4, which had removed the redundant 
information from the summary,  clearly provided better results than the one in scenario 3 on both CNN and 
Baomoi datasets. Comparing with the model’s results of scenario 3, the F1-scores of R-1, R-2, and R-L of the 
model in scenario 4 increased 0.82%, 0.62%, and 0.65% on the CNN dataset; and 0.002%, 0.001%, and 0.002% 
on the Baomoi dataset, respectively. On the Baomoi dataset, the experimental results of the model in scenario 4 
increased a few percentage amounts compared to that in scenario 3 since the summary length is small (two 
sentences). However, these results showed that the model in scenario 4 is the best. Because of that, we selected 
this model to develop our proposed summarization system. Table 4 shows an example of the system output with 
our best model on the CNN dataset. 

Table 4.  An example of the CNN dataset 

Human 
Beloved children's performer Lois Lilienstein has died . She was a member of CBC and 
Nickelodeon TV stars Sharon , Lois and Bram . CNN independently confirmed with Sharon and 
Bram's manager that Lilienstein passed away at 78 of a rare cancer. 
Our system 
Lois Lilienstein, co-star of "Sharon, Lois & Bram's Elephant Show" - the Canadian preschool show 
that ran on Nickelodeon during the early 1990s - has died, aged 78. Her son, David Lilienstein, told 
CBC News that his mother died in Toronto on Wednesday night from a rare form of cancer first 
diagnosed last October. "She knew it was happening, she was at peace with it, and she died very 
peacefully and not in pain," he told the Canadian broadcaster. 

Table 5 shows an example of the system output with our best model on the Baomoi dataset. 
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Table 5.  An example of the Baomoi dataset 

Human 
Bước sang ngày làm việc thứ hai, vòng đàm phán hạt nhân giữa Iran và Nhóm P 5+1 (gồm năm nước 
uỷ viên thường trực Hội đồng Bảo an Liên hợp quốc là Nga, Mỹ, Trung Quốc, Anh và Pháp với Đức) 
tại Vienne (Áo) đã nhận được nhiều đánh giá tích cực, trái ngược với những ý kiến không mấy lạc quan 
đưa ra trước đó. 
Our system 
Theo thoả thuận tạm thời ký kết hồi tháng 11/2013, Iran đồng ý giảm hoặc đóng băng một số hoạt động 
hạt nhân trong sáu tháng để đổi lại việc phương Tây giảm bớt trừng phạt hiện nay và không áp đặt thêm 
trừng phạt mới. Đàm phán giữa Iran với Nhóm P 5+1 từ ngày 18-20/2 tại Vienne là nỗ lực của sáu 
cường quốc trong việc tìm kiếm một thoả thuận toàn diện cuối cùng liên quan tới chương trình hạt nhân 
gây tranh cãi của Tehran trước thời điểm thoả thuận sơ bộ hết hiệu lực vào tháng Bảy tới. 

The experimental results on both CNN and Baomoi datasets have shown that our proposed summarization 
system provides promising results for both Vietnamese and English text summarization tasks. 

4.4. Evaluation and Discussion 

The experimental results of our proposed model and some other models are presented in Table 6. 

Table 6.  Comparison and evaluation results of the methods. Marking with ‘*’ denotes the systems being reimplemented by us, marking with 
‘-’ denotes that we did not reimplement on the corresponding dataset 

Methods 
CNN Baomoi 

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L 

LexRank [Erkan and Radev (2004)]* 22.9 6.6 17.2 38.5 17.0 28.9 

TextRank [Mihalcea and Tarau (2004)]* 26.0 7.3 19.2 44.7 19.2 32.9 

LEAD [Wasson (1998)]* 29.0 10.7 19.3 46.5 20.3 30.8 

Cheng and Lapata (2016) [Narayan et al. 
(2018)] 

28.4 10.0 25.0 - - - 

REFRESH [Narayan et al. (2018)] 30.4 11.7 26.9 - - - 

USE_T+MLP (our) 28.9 10.3 19.3 - - - 

USE_T+MLP+MMR+Position (our) 30.1 11.5 20.1 - - - 

RoBERTa/PhoBERT+MLP (our) 31.36 11.69 28.22 52.509 24.695 37.794 

RoBERTa/PhoBERT+MLP+MMR+ 
Position (our model) 

32.18 12.31 28.87 52.511 24.696 37.796 

Table 6 shows the sentence position and the MMR probability play an important role in the text summarization 
systems. The results in Table 6 also show that our proposed document summarization system has given 
significantly better results than the systems that we have experimented with and other modern systems that were 
published on two CNN and Baomoi datasets, respectively. These results prove that the text summarization 
system using the optimized pre-trained BERT models, MLP, MMR, and the sentence position has achieved 
good efficiency for extractive single-document summarization problems for both English and Vietnamese 
languages. 

5. Conclusion and Future Work 

In this paper, we have proposed an efficient extractive text summarization system using the RoBERTa model 
[Liu et al. (2019)] for English and the PhoBERT model [Nguyen and Nguyen (2020)] for Vietnamese; the MLP 
model for evaluating sentence selection; the MMR measure to eliminate redundant information and to generate 
the document’s summary. The experimental results on both CNN and Baomoi datasets shown that our proposed 
model is significantly better than other modern systems. These results demonstrate that our system is efficient 
for both English and Vietnamese languages. In the future, we will investigate other modern models for capturing 
the sentential meaning in a document such as Generative Pre-Training model (GPT) [Radford et al. (2018)] to 
continue improving the quality of the system’s summary. 
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